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without a simple solution. Yet even among the wide variety of participating media the
clouds stand out as an especially difficult case, because of their properties that make
their simulation even harder. The work presented in this thesis attempts to provide a
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1. Introduction
The desire of human beings to graphically reproduce the surrounding reality accom-

panies us from the formation of first simple human societies. There is no surprise to
this, as the majority of information perceived by our senses is visual. As a conse-
quence, although there have always existed various abstract and symbolic directions
in visual arts, the main emphasis have always been on realistic depiction of reality —
starting with cave paintings of human and animal figures and other common objects,
through realistic architectural paintings during antiquity, up to renaissance painters.
The reproduction techniques naturally became more complicated and elaborate, as the
time went — for instance, painters during the Dutch Golden Age era strived not only
to realistically reproduce proportions of the objects of their interest, but also to create
realistic impressions of light conditions in the scene.

Up to this point, all visual arts had one thing in common: the reproduction pro-
cess always consisted of a painter creating their piece using some sort of colourant,
based on their own impressions. This radically changed with the advent of photogra-
phy in the early 19th century. Photography removed the subjective element from the
reproduction process — the painter — producing a truly objective image, so similar to
the very perception of humans. Combined with the relatively fast acquisition process,
photography soon became the way to document our reality via newspaper reports and
such. And in spite of this, photography still remained an art; it just transformed the
artistic focus from creation of the painting itself into inventive preparation of the scene
to be photographed and illumination in it.

However, it soon became apparent that the advantage of objectivity is also one of
the weaknesses of photography; anything that is supposed to be on a photograph has
to be physically present in the photographed scene. Needless to say, this can be very
difficult or costly sometimes, if not completely impossible (such as taking photographs
of surfaces of distant planets, acquisition of environments with extreme temperatures
etc.).

The solution to this limitation came much later with the birth of a new science by
the half of the 20th century — computer science — which concerns itself with the
recently invented digital computers. During the early decades of their existence, dig-
ital computers did not have sufficient performance for massive physical simulations.
Nevertheless the available computational power grew exponentially and by the 1960s
and 1970s the computer graphics field was born, along with one of its most important
branches, rendering [7]. Rendering is a process of creating synthetic images or se-
quences of images based on a mathematical description of the rendered object or scene.
Rendering changed the paradigm of the previous few millennia — the reproduced ob-
ject did not have to physically exist, nor was it a figment of artist’s imagination, but
the basis for the rendered image resides in the memory of a computer instead. This
of course allows for arbitrary changes of rendered objects within the limitations of a
particular rendering system.

Although rendering concerns itself with generation of any kind of imagery, the
important for us in this context is its main sub-field, physically-based rendering. As
the name suggests its focus lies on synthesis of images based on the existing laws of
physics. In most cases physically-based rendering draws from the laws of geometrical
optics, which is the highest abstraction above quantum optics [4]. The main reason
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for this is that geometrical optics maps fairly well onto the existing computer archi-
tectures, as its description of light propagation is limited to infinitesimally thin rays of
energy and as that it seldom contains continuous quantities, which as we all know are
particularly troublesome for contemporary computers.

The main focus of physically-based rendering is computation of the rendering
equation [35] (abbreviated RE hereinafter; see Section 2.2 for the exact formulation
of both surface and volumetric RE). RE is a Fredholm integro-differential equation
which evaluates intensity of light coming from some direction in a scene, given the
description of light sources, surfaces and geometric relations in the scene. The main
difficulty lies in the recursive nature of the equation — if we want to find the amount
of light energy coming from some direction, we must first calculate the amount of
light energy that bounces from the point we are looking at, from all directions visible
from this point. In theory, the number of bounces any given light ray can undergo is
infinite; and although in reality this is practically impossible, this number is still high
enough to employ researchers trying to find a universal solution for this equation for
three decades, yet still without a convincing success. Of course, many algorithms for
solving RE exist, however none of them is universally usable in all conditions, which
limits the artists who in the end want to employ RE to obtain photorealistic images.

1.1 Light scattering
One of the main foci of physically-based rendering is visual simulation of natural

phenomena, as opposed to rendering of artificial objects and materials produced by
human. Natural phenomena include many kinds of processes in nature and within the
field of physically-based rendering they are often loosely categorized by the modelling
or simulation method which is most suitable for a given phenomenon. Yet they have
one thing in common: most natural phenomena exhibit a way of interacting with light
called light scattering.

Light scattering is a physical process caused by participating media. Particles of
such a medium can influence light passing through it by diverting it into another di-
rection, allowing it to reach places it originally would not reach. An attentive reader
can correctly notice that light scattering is a very broad term; almost any interaction
of light with environment can be considered as scattering. Therefore to avoid con-
fusion, in rendering we often regard light scattering as being caused by media which
are at least partly translucent or transparent. This narrows down the selection a bit,
but still includes vast amount of organic and inorganic materials — organic tissues,
minerals, plastic materials, liquids, gases, and many more others. In all these media,
light scattering causes light to behave in many distinctive ways, causing all sorts of
visual features. These features are generally very important to simulate, if one wants
to realistically reproduce appearance of such media.

The main difficulty of participating media is that even the rendering equation, how-
ever complicated, is not sufficient for simulating them. The reason lies behind the for-
mulation of RE — it describes light interactions on discrete material boundaries only,
assuming that the space between these surfaces is filled with vacuum. As we will see
in Section 2.2, we can overcome this shortcoming by extending RE with another term,
which accumulates scattered light along a path between two examined surface points.
However, this extension complicates the matter even more — the interaction of light is
not limited to discrete surfaces, but it can now happen at an arbitrary point in space!
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The work described in this thesis concerns itself with the visual simulation of one
such object type, the clouds. Clouds are generally composed of water in all its three
phase states, and from additional minor compounds. All of these substances are partic-
ipating media, and as we will see in Section 2.1, most of them are particularly difficult
to simulate. We will present a method which was specifically designed to overcome
these difficulties by exploiting some other specific properties of clouds. Thanks to
this, not only the presented method is able to simulate light behaviour in clouds on a
physical basis, but it can do so in interactive frame rates.

1.2 Motivation
Rendering of any kind of outdoor environments inherently requires taking sky and

clouds into account. Even if not directly visible, they are responsible for many impor-
tant lighting characteristics of our living environment. In his previous work ([15, 16])
the author dealt with the problem of interactive visual simulation of planetary at-
mospheres, which enabled real-time applications to include photorealistic physically-
based skies. Unfortunately these skies were cloudless, because the proposed method
simply did not take clouds into account in the simulation. The work described in this
thesis attempts to remedy this deficiency.

In addition to the general rendering algorithms capable of handling participating
media, several methods for non-interactive rendering of clouds exist ([36, 19, 54, 44]).
However, these methods are too computationally demanding to be applicable in inter-
active environments. Yet there are numerous interactive and real-time applications that
could benefit from realistic physically-based clouds:

• Flight simulations
Visual fidelity of training simulations for pilots is their second most important
aspect, right after the correctness of flight physics simulation. This is a very de-
manding application, because the dynamism of the involved environments does
not allow for usual compromises, such as usage of cloud impostors or even static
skyboxes.

• Computer games
Many computer games take place in outdoor environments, making them natural
targets for real-time cloud rendering methods. The problem here is basically the
same as with flight simulators; the dynamic gaming environment imposes many
limitations on the potentially useful cloud rendering algorithms.

• Scientific visualizations
Meteorological visualizations can naturally take advantage of interactive visual
simulations of clouds. In addition, all other visualization techniques that deal
with volumetric participating media can put such method (or its parts) in use.

• Architectural rendering
Practically all architectural visualizations include outdoor environments. Of
course, the techniques used in architectural rendering are by far not interac-
tive. On the other hand, realistic interactive visualization techniques could be
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used for previewing the final image, making setting of scene parameters much
quicker and easier.

Naturally, there are numerous methods that attempt to solve the problem of interac-
tive cloud rendering. However, as you will see in Section 3.3, each of these approaches
has certain drawbacks (e.g. too limiting assumptions or non-physical ad hoc lighting
computation). This makes us think that the problem of interactive physically-based
cloud rendering is far from being solved. Therefore in this work we propose a solution
to this problem that not only removes some of the previous methods’ limitations, but
also does this in a physically plausible manner.

The natural question in this point would be, why there is need for a specialized
method for cloud rendering; can’t one just use any general method for rendering of vol-
umetric media? Unfortunately it is not that simple. First, as we previously mentioned,
for every general method there are pathological cases where the method performs very
poorly or even fails to produce the solution at all. Second and mainly, clouds them-
selves are a very difficult medium to handle; they are costly to store, they exhibit very
high amount of anisotropic scattering orders, they can have a huge variety of shapes
(making them difficult to localize), and so on. On the plus side, any method capable of
handling clouds well will be applicable to many other types of participating media as
well.

1.3 Thesis goals
The main objectives of this work were the following:

1. Thorough examination of the existing techniques for rendering participating me-
dia with focus on interactive cloud rendering methods. Identification of main
limitations of these methods and utilization of this knowledge in the subsequent
steps.

2. Design of the prototype of a novel interactive method for physically-based cloud
rendering. The main imperative here is that the design should take into account
all important cloud media properties: high albedo, strong scattering anisotropy,
high average amount of light scattering orders, spatial medium density fluctu-
ations. The method also has to build on realistic assumptions, such as slow
light conditions changes and also slow medium shape changes (disallowing any
precomputations). The usefulness of such technique is immediately obvious in
applications with slow environment changes, for instance soaring simulations as
well as other applications mentioned in Section 1.2. As such, it is acceptable for
the method to be biased.

3. Proof of feasibility of the proposed method prototype by its implementation.
The resulting application should allow its user to freely navigate around at least a
single cloud in its natural environment, the sky. It is assumed the implementation
will take advantage of the high parallel computational power of contemporary
GPUs to speed up the simulation, as well as to visualize its results.
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4. Description of the proposed method prototype in a thesis text. Discussion about
shortcomings of the method and suggestions how to optimize and extend it in
the author’s future work to be usable in practical applications.

1.4 Organization
The text of this thesis is logically divided into chapters in a way that allows even a

reader with modest mathematical knowledge to understand the topic of specialized
participating media rendering, even if their knowledge of the relevant physics and
computer-graphics techniques is minimal.

We start by introducing the directly relevant physical laws and mathematical con-
cepts in Chapter 2. Then we proceed to the related works from the field of rendering
in Chapter 3.

The first look on the clouds specifically will be taken in Chapter 4. Here we intro-
duce the most significant properties of clouds, along with a few observations that will
help us find compromises allowing us to accomplish our main objective. After that we
finally give the first condensed description of our method prototype. We will refer to
this description in the subsequent chapters.

Chapter 5 then describes the previously outlined method steps in much greater
detail, but mostly from the theoretical point of view. This is then complemented by
Chapter 6, providing more practical and low-level perspective on our approach. After
the technical evaluation at the end of the chapter we finally conclude our findings, and
also elaborate on the future prospects of the proposed technique, in Chapter 7.

The figures in each chapter are organized in one of two ways. Achromatic figures
and pictures where the colour does not play an important role are incorporated directly
into the text. On the other hand colourful pictures and photographs can be found at the
end of each respective chapter, printed in colour.

The text contains a sizeable amount of symbols that denote various physical and
other quantities. Appendix C lists and describes the majority of these symbols in a
concise table.
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2. Physical and mathematical
background

The following sections describe the physical and mathematical basis that we will
refer to through the rest of the text. Section 2.1 describes participating media and
their important characteristics. Section 2.2 introduces the volume rendering equation,
compares it to the already mentioned surface rendering equation, and introduces a few
important physical laws that describe transfer of electromagnetic energy through par-
ticipating environments. Finally, Section 2.3 briefly introduces the concept of spherical
harmonic functions, which is used by our method for representation of local cloud il-
lumination.

2.1 Participating media
The notion of participating media in computer graphics has already been introduced

in Section 1.1. Let us now look at some important properties of participating media that
influence the way how they interact with light (for an exhaustive physical description
of light scattering please refer to the book by van de Hulst [56]).

Types of interaction Although light scattering is a wave phenomenon (it manifests
the wave properties of light), it is quite helpful to look at the process of light interaction
with participating media from the abstracted point of view of a single photon. A photon
passing through the volume of a particular participating medium can interact with this
medium in two ways: it can either be absorbed or scattered. In addition to that a new
photon can be emitted. These three event types can happen at any point in the medium,
from the macroscopic point of view.

• Absorption If a photon passing through a medium is absorbed, its energy is
transformed into another form, such as kinetic energy of the medium particle.
Absorption decreases the intensity of light passing through a medium; for exam-
ple, water absorbs light with longer wavelengths better, causing any light passing
through a volume of water to become blue after some time (or rather after some
travelled distance).
The strength of absorption of a medium is guided by the absorption coefficient
σa [m−1]. Absorption coefficient describes the mean free path of a photon in a
medium; for instance in a homogeneous substance with σa = 0.5m−1 the mean
distance a photon travels until it is absorbed is 2m.

• Scattering If a photon is scattered its energy is diverted into another direction
(this direction depends on the medium phase function, which will be described
later). For instance, our atmosphere scatters the short blue wavelengths better,
diverting more blue photons into the direction of ground observer, making the
sky appear blue as well.
Similarly to absorption, scattering is guided by the scattering coefficient σs
[m−1]. Its meaning is equivalent to the σa as well.
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(a) (b) (c)

(d) (e) (f)

Figure 2.1: Interaction types in participating media. (a) schematically shows how these inter-
actions increase or decrease intensity of light after each respective event type. The remaining
images show the effects of these interactions in a smoke cloud dataset: emission alone (b),
absorption alone (c), emission and absorption (d), scattering (e) and finally all three combined
(f).

• Emission Finally, a medium can emit photons from within its volume, for ex-
ample as a consequence of blackbody radiation. Emission is controlled by the
emission coefficient σe [m−1]. The meaning of σe is a little different than previ-
ously; in a medium with a given σe, on average σe photons are emitted per 1m
long path though the medium.
Please note that further in this text we will not describe volumetric emission.
This is mainly because we do not need to deal with emissive media in our work,
and furthermore, the inclusion of emission into simulation is usually trivial, as
it is a constant of a spatially-varying diffuse term (which is simply added to the
resulting light intensity) in practically all cases.

• Extinction Extinction is not a distinct type of interaction; rather it is a com-
bined effect of absorption and scattering. Thanks to the linearity of these two
interactions one can simply define extinction as an event when a photon is either
absorbed or scattered, decreasing the intensity of a beam of light passing through
a medium by the photon’s energy. Consequently we define the extinction coeffi-
cient σt [m−1] as σt = σa +σs.
Furthermore, based on σt , we define scattering efficiency or the scattering albe-
do α as

α =
σs

σa +σs
=

σs

σt
. (2.1)

9



σa = 5m−1 σa = 10m−1 σa = 15m−1 σa = 30m−1

Figure 2.2: Effects of absorption strength increase on medium appearance.

The meaning of scattering albedo is the following: if a photon hits a medium par-
ticle with albedo α , it gets scattered with the probability of α and absorbed with
the complementary probability, 1−α . The higher the albedo of a participating
medium is, the more difficult is simulation of the medium. This is because pho-
tons will propagate through a high-α medium for much longer, so the simulation
will spend much more time tracing photons or rays though the medium volume,
until they are culled away (by e.g. Russian roulette or fixed energy threshold-
ing).
The albedo of clouds is the main reason why they are so difficult to simulate.
Except for some cases most clouds have α = 1. It means that any photon will
‘bounce around’ in a cloud until it files out of its volume. In combination with
the relatively large spatial extent of most clouds, photons or light rays can easily
scatter tens or even hundreds of times until they get out of the cloud volume [6].
This is indeed very computationally intensive.

Figure 2.1 illustrates these interactions. Notice the qualitative properties they pro-
duce. A purely emissive object does not cast a shadow, since there is no mechanism
that would attenuate light. On the other hand absorption just attenuates light, so the
cloud appears black (this is a behaviour similar to e.g. coal dust). However, none of
these two gives good information about spatial relations and mass distribution in the
cloud — only scattering does, simply because it is the only interaction that redirects
light. Also notice that the combined effect of absorption and scattering creates darker
shadow than just absorption alone. For this reason the extinction coefficient σt con-
tains both σa and σs; the only difference is that while absorbed light is ‘lost’, scattered
light just changes its direction and ultimately, a portion of it also reaches the observer
at a side.

As we will see in Section 2.2 the relation between the coefficients and the increase
or decrease of light intensity is not linear, but exponential instead. The effect of in-
creasing value of σa is shown in Figure 2.2; arguably, the cloud with σa = 30m−1 is
less than six times ‘darker’ than the one with σa = 5m−1 (please bear in mind that the
conversion from HDR to LDR might have distorted these relations).

Fortunately, if an object contains multiple substances, each with its own values of
the described coefficients, these can simply be added together and the resulting values
be used during simulation. Therefore different media types do not interfere with each
other. One needs to treat multiple mixed media separately only if they have different
phase functions (see below).
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θ

ωi

ωo

f(θ)

Figure 2.3: Polar plot of a phase function f (θ).

The coefficients σa and σs are derived from the absorption and scattering particle
cross-sections Ca [m2] and Cs [m2]. Ca and Cs are proportional to the projected area
of a single medium particle towards the incoming light direction. They express the
amount of absorbed and scattered light by such a particle. To obtain σa and σs of a
medium one simply has to know Ca and Cs of a single particle in the medium and the
medium particle density η [m−3]:

σa[m
−1] =Ca[m

2] ·η [m−3] σs[m
−1] =Cs[m

2] ·η [m−3]

A trivial consequence of these relations is that the absorption and scattering coefficients
scale linearly with local medium density. We can therefore represent participating
media by storing their maximal σa and σs and a normalized density field. Not only
this strategy can decrease memory requirements (we can potentially need less bits per
density sample), but also allows us to change the medium absorption and scattering
potential independently by changing only the values of σa and σs (instead of altering
the entire medium dataset).

Phase function So far we have only described how often scattering (and absorption
and emission) events in a participating medium occur, yet we do not know what hap-
pens after such event takes place. As already mentioned above the light scattering is a
wave phenomenon. If a light wave meets a scattering particle the particle will start to
oscillate, creating a new ‘scattered’ light wave. The amplitude of this newly induced
wave is given by the spherical amplitude function F(θ ,φ). Since we would like to
work in the realm of discrete light rays and particles within geometrical optics, we will
instead utilize the phase function f (θ ,φ), which is derived from F (please refer to [56]
for details). Please also note that both F and f depend on the incident light wavelength
λ , which from now on we will assume for all other quantities and functions, if not
explicitly stated otherwise.

A phase function f (θ ,φ) is a non-negative function that depends on the outgoing
scattering direction ~ωo with spherical coordinates [θ ,φ ] (with respect to the incident
direction ~ωi). Moreover, the spherical integral of f equals to 1, which makes it a
proper probability density function (abbreviated PDF); we will utilize this fact later.
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Also, for spherical scattering particles the values of f (θ ,φ) are isotropic in respect to
the azimuth φ . Since we will always limit ourselves to spherical scatterers we will
drop the parameter φ from the notation of f ; hence from now on we will denote phase
function as f (~ωi, ~ωo) or f (θ), where θ is the scattering angle between ~ωi and ~ωo.
Figure 2.3 depicts this relation.

f (θ) can be used in two ways in a rendering system that uses geometrical optics for
light simulation. The first, direct use allows us to take ~ωi and ~ωo at a scattering point
and use the corresponding value of f to scale the intensity of the light ray or particle
that corresponds to ~ωo. The second, more interesting use enables us to generate a new
outgoing scattering direction ~ωo from the incident direction ~ωi with the probability
given by f ; importance of rejection sampling can be used for this. Such approach
saves us from scaling down the newly generated light ray or light particle intensity —
the method itself ensures that the light energy carried by the generated samples will be
angularly distributed according to f (θ). And thanks to f being a valid PDF, both us
these techniques conserve energy.

The main issue with f is that it is generally very hard to evaluate. The values of both
the amplitude function and the phase function are the result of a complex oscillating
behaviour of the scattering particle induced by the incident light wave. In the great
majority of configurations (meaning shape of the scatterer and the light wave state) f
does not have a closed analytical form and therefore quite involved numerical methods
have to be used to evaluate it. To avoid this we can make use of the two existing
approximations [56], each building on a set of assumptions that hold quite well for
certain media types.

• Rayleigh theory
Rayleigh theory describes light scattering by particles which are very small in
comparison to the incident light wavelength. Written formally, the diameter d of
a particle has to conform to

d� λ

2π

which holds quite well for particles with sizes ranging from individual atoms to
small organic molecules. This theory has been described by John William Strutt,
The Lord Rayleigh, in 1871. It states that the phase function for non-polarized
light under such conditions is

fRayleigh =
3
4
(1+ cos2

θ). (2.2)

The plot of fRayleigh is shown in Figure 2.4 (left).
Another important property of Rayleigh scattering is that its scattering coeffi-
cient is inversely proportional to λ 4, which means the shorter wavelengths are
scattered much more than the longer ones. For this reason the Rayleigh scatter-
ing is chromatic and is responsible for many well known scattering phenomena,
the most prominent being the sky colour. Also, as opposed to Mie scattering
Rayleigh scattering yields a strongly polarized light, mainly in scattering angles
around 90 degrees.
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Figure 2.4: Rayleigh phase function (left, linear scale, d = 20nm, λ = 450nm) and an example
of Mie phase function (right, log10-scale, d = 4µm, λ = 450nm) for θ ∈ 〈0,π〉 shown in
Cartesian and polar coordinates. The plots have been generated by the MiePlot software (http:
//www.philiplaven.com/mieplot.htm).

• Mie theory
Mie theory has been published by Gustav Mie in 1908 [42]. Rather than a proper
physical theory it is a solution of Maxwell’s equations for electromagnetic waves
interacting with perfectly spherical dielectric particles of an arbitrary size.
There is no single Mie phase function; rather, for every particle diameter there
exists a unique corresponding phase function. Figure 2.4 (right) shows an exam-
ple of such function. One can immediately observe that it has quite a complicat-
ed shape, although it is band-limited. However, please note that the presented
plot is in log10-scale — this means that the largest forward lobe is over 10 times
stronger than the second one immediately next to it, and therefore the great ma-
jority of light energy is scattered under very small angles. This kind of behaviour
is universal for Mie scattering: the larger the scattering particle is, the more light
is scattered into forward directions.
Although the theory is limited to perfectly spherical dielectric particles, it is still
very useful. For instance, most of the cloud mass is constituted by tiny water
droplets, which generally have spherical shapes. Later in this section we will
show how to approximate Mie phase functions, since once again there is no an-
alytical formula that would express them.
Let us also remark that there is no sharp transition from Rayleigh to Mie scatter-
ing. Instead, Rayleigh scattering is a limit case of Mie scattering for very small
particles. When decreasing the size of an examined spherical particle, its phase
function eventually converges to fRayleigh. This means that Mie scattering is, in
fact, also λ -dependent, but the differences of the Mie phase function values for
different wavelengths are quickly disappearing as the scatterer size approaches
the visible light wavelengths. Because of this, Mie scattering is usually consid-
ered to be an achromatic phenomenon.

To work with Mie scattering we need to evaluate its phase function somehow. There
are two options to do that; either by using precomputed tabulated values of the rigor-
ous phase functions, or by utilizing an analytical approximation. We prefer the latter
variant, because it is technically simpler and more portable, which are very useful
properties within the GPU environment.

One of the best established approximations to Mie phase functions is the Henyey-
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Figure 2.5: Linear polar plots of fHG for g ∈ {0,0.3,0.6,0.9} with regard to θ . For negative
values of g the function is just mirrored around the y-axis. Also note that for g = 0 the function
is isotropic.

Greenstein function [25]. It is a function of two scalar parameters defined as

fHG(θ ,g) =
1

4π
· 1−g2

(1+g2−2gcosθ)3/2 (2.3)

where θ is the scattering angle and g ∈ (−1,1) is the scattering asymmetry coefficient.
The value of g gives the function its shape — a positive g will cause forward scattering
and vice versa. Based on g we also classify scattering as isotropic (if g = 0) and
anisotropic (for all g 6= 0, which is the most common situation). Figure 2.5 shows
graphs of fHG for a few different values of g.

One of the nice properties of g is that it is not just an ad hoc parameter, but it can
be obtained from an arbitrary phase function. For a phase function f (θ) g is defined
as

g =
∫

Ω4π

f (θ)cosθ d~ωo. (2.4)

Therefore g is a more general concept and is not tied to the Henyey-Greenstein func-
tion. For instance g is used in the similarity theory [61] that under some specific
conditions allows usage of a scaled isotropic scattering instead of an anisotropic one,
which can potentially be a useful optimization.

The last useful property of fHG we would like to mention is the straightforward
possibility to importance-sample it. The scattering angle θ proportional to the PDF
defined by fHG(θ ,g) is obtained as

cosθ =
1
|2g|

(
1+g2−

(
1−g2

1−g+2gξ

)2
)

(2.5)

where ξ is a uniformly distributed unit random variable.
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2.2 Physics of light transport
Section 2.1 describes how participating media interact with light locally. Now we

will introduce laws and principles that describe this behaviour on a global level.

Beer-Lambert-Bouguer law We already know how to quantify the mean free path
of a photon in a participating medium. However, this does not tell us how much will
a pencil of light be attenuated if it travels a certain distance in a medium. This atten-
uation is described by the Beer-Lambert-Bouguer law: let I be the intensity (without
regarding its exact radiometric quantity for now) of a light pencil that enters a partic-
ipating medium with extinction coefficient of σt . Its intensity I′ after passing though
the volume of this medium is then

I′ = I · e−τ(l)
τ(l) =

∫
l

σt(s) ds (2.6)

where l is the path of the light pencil through the medium. We need the function τ

to account for extinction coefficient changes in non-homogeneous media. In homoge-
neous media it is simply defined as

τ(l) = σt · `(l) (2.7)

where `(l) is the length of the path l.
The reason why the Beer-Lambert-Bouguer law is exponential can intuitively be

understood as follows. The process of attenuation of light in a medium by absorption
and scattering is a continuous decay process in the limit case. As such it is naturally de-
scribed by the exponential function, which describes all continuous growth and decay
processes. So, if the attenuation rate of light in a homogeneous medium is 100% (i.e.
σt = 1m−1), than the light travelling 1m long path in this medium will be attenuated
by the factor of e−σt = 1

e . This is however exactly what we expect from a continuous
unit decay process along a unit path, since

σt = 1 ⇒ lim
n→∞

(1− σt

n
)n =

1
e
.

Woodcock tracking In algorithms that trace rays (or particles) through the volume
of a participating medium, we generally need to perform two basic operations in each
tracing step for a ray: first, we need to find the point where the ray interacts with the
medium, and second (if the interaction was scattering), we must find the new scattering
direction. The second task is usually solved by importance-sampling the medium phase
function, as we already mentioned. As for the first one, we can utilize the principle of
exponential extinction described by the Beer-Lambert-Bouguer law.

The simplest case are homogeneous media. Here the extinction is governed by the
simple linear function defined by the Equation 2.7. Therefore to find the distance to
the next extinction event devent one simply evaluates the following equation:

devent =−
lnξ

σt
(2.8)

where σt is the extinction coefficient of the homogeneous medium and ξ is a unit
random variable.
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However, we generally have to deal with heterogeneous media. Here we must
integrate along the examined light path to find the next attenuation event, since we do
not know the medium composition along this path in advance. Therefore to find the
distance devent we must evaluate the implicit equation derived from the Equation 2.6:∫ devent

0
σt(~x0 + t ·~ω) dt =− ln(1−ξ ). (2.9)

This equation has to be evaluated numerically. The most straightforward method
is to use ray-marching; the algorithm steps through the medium (either using constant-
sized steps or random steps to avoid aliasing) and accumulates the value of the τ func-
tion (which is basically the left side of the Equation 2.9). This is done until the accu-
mulated value of τ exceeds the value on the right side of the Equation 2.9, or until the
stepping does not leave the medium boundary.

Input:
~x0, ~ω: ray with origin~x0 and direction ~ω
σT : majorant extinction coefficient
(dmin,dmax〉: interval of the ray to account for
rand(): unit random numbers generator
Result:
devent: distance on the ray where the scattering event occurs
begin

devent = dmin− ln(1− rand())/σT
while devent ≤ dmax ∧ σt(~x0 +devent ·~ω)/σT < rand() do

devent = devent− ln(1− rand())/σT
end
return devent

end
Algorithm 1: The Woodcock tracking algorithm.

Ray-marching is a conceptually simple algorithm, but unfortunately it is biased;
the bias of course arises from the choice of the step size. The better technique to use
is Woodcock tracking (Algorithm 1) which was originally proposed by Woodcock et
al. [60] for neutron tracing in nuclear reactions, and introduced into computer graph-
ics by Raab et al. [49]. The idea behind Woodcock tracking is quite simple: first,
the so-called majorant extinction coefficient σT is computed as the maximal extinction
coefficient throughout the entire medium volume. Then, the algorithm performs ran-
domized ray-marching through the medium, but treats it as a homogeneous medium
with extinction coefficient σT . In each tracking step the algorithm then looks-up the
real σt at the current position ~x0 + devent · ~ω and accepts this event as a real extinc-
tion event with the probability σt(~x0 + devent · ~ω)/σT ; otherwise it discards the event
as virtual and continues. After generating a real scattering event the decision if it is
absorption or scattering is decided based on the medium albedo α . This method was
proven by Coleman [10] to generate correct and unbiased mean free path values.

Volume rendering equation In the Introduction (Chapter 1) we briefly described
the surface rendering equation (abbreviated RE), why it is generally hard to solve, and
also what makes transition to the volume rendering equation (abbreviated VRE) even
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Figure 2.6: Scheme depicting the Equations 2.10 (the part marked ‘RE’), 2.11 and 2.12 (the
part marked ‘VRE’).

more difficult. Having defined all we need previously in this chapter let us now look at
these equations in more detail.

The surface rendering equation (more precisely, its hemispherical formulation) de-
scribes the radiance Lo leaving a surface at the point~x in the direction ~ω . The formula-
tion is very similar to original Kajiya’s original formulation [35], except that Kajiya’s
version describes integration over all surfaces visible from~x, while the hemispherical
formulation integrates over the directions above~x:

Lo(~x, ~ω) = Le(~x, ~ω)+
∫

Ω2π

r(~x, ~ω ′, ~ω)Li(~x, ~ω ′)(−~ω ′ ·~n) d~ω ′. (2.10)

Here, Le(~x, ~ω) is the emitted radiance from ~x into ~ω and Li(~x, ~ω ′) is the incident ra-
diance at ~x coming from ~ω ′. Figure 2.6 depicts these relations. The function r is the
bi-directional reflectance distribution function of the surface (abbreviated BRDF; the
established notation of BRDF is ‘ f ’, but we will use ‘r’ to avoid confusion with the
notation of phase function). In short, BRDF is a 4-dimensional function that expresses
the fraction of light that a surface reflects; for a thorough descriptions of this function
please refer to Dutré et al. [14] or Pharr and Humphreys [47], for instance.

The difficulty of the Equation 2.10 lies in its recursive nature. This is because
Li(~x, ~ω ′) = Lo(~x′, ~ω ′), where ~x′ is the nearest intersection of the ray −~ω ′ with the
scene.

One of the largest limitations of RE is that it is built on the assumption that the
scene consists of discrete surfaces separated by vacuum. This is of course almost
never entirely true, although there are situations where this simplification does not
produce any visible differences from the correct solution (for example the amount of
air in most interiors is not sufficient for producing any scattering-related phenomena).
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However, to account for the interactions described earlier in this chapter it is necessary
to reformulate RE. The directional formulation of VRE defines the radiance L at any
point~x in the scene from the direction ~ω as

L(~x, ~ω) =
∫ dmax

dmin

T (dmin↔ t)σs(~xt)Lin(~xt , ~ω) dt +T (dmin↔ dmax)Lo(~x′, ~ω) (2.11)

Lin(~x, ~ω) =
∫

Ω4π

f (~x, ~ω ′, ~ω)L(~x, ~ω ′) d~ω ′ (2.12)

T (t1↔ t2) = e−τ(t1↔t2) τ(t1↔ t2) =
∫ t2

t1
σt(~xt) dt (2.13)

where dmin and dmax are the distances along the ray ~ω to the nearest and farthest point in
the participating medium, respectively. The notation of parametrized points is straight-
forward: ~xu =~x−u ·~ω where u is the distance parameter associated with the ray orig-
inating at ~x with the direction ~ω (the negative sign arises from the fact that we are
moving along the negative side of ~ω). Lo(~x′, ~ω) is the radiance leaving~x′ in the direc-
tion ~ω as defined by the Equation 2.10. Lin(~x, ~ω) is the in-scattered radiance at~x into
the direction ~ω; it is the equivalent of the whole main integral in the Equation 2.10. See
Figure 2.6 for a schematic depiction of the situation. T is the transmittance function
— it is basically the Beer-Lambert-Bouguer law as defined in the Equation 2.6, just
using a slightly changed notation. Notice also the additional positional parameter~x in
the phase function call (Equation 2.12); it allows f to vary with position in the medium
(for instance to incorporate local changes of the scattering anisotropy due to different
particle composition).

Looking at the formulations of RE and VRE one can immediately see the simi-
larities they share. In addition to the already mentioned equivalence of Lin with the
hemispherical integral in the Equation 2.10, the BRDF in the Equation 2.10 and the
phase function in the Equation 2.12 also basically have the same purpose (and except
their different domains they are mathematically equivalent as well). Finally, same as
RE, VRE is recursive as well — the calculation of the in-scattered radiance Lin re-
quires evaluation of the radiance L from all directions, which again corresponds to the
Equation 2.11.

On the other hand, the complexity of VRE is considerably higher. Looking at the
Equation 2.10 it is obvious that each recursion level of RE adds evaluation of the 2-
dimensional hemispherical integral over ~x. At the same time, each level of recursion
of VRE adds evaluation of a 3-dimensional integral (the linear integral in the Equa-
tion 2.11 plus the spherical integral in the Equation 2.12). In addition to that, calcu-
lation of each recursion level in VRE requires linear integration to obtain T (which
would another integration dimension if not for independence of calculation of T and
Lin). And finally, each recursion level also calls RE itself (from which we can see that
if in the entire scene σt = 0, VRE collapses to RE). From all this we can see that the
volumetric rendering problem is much more difficult than the rendering of surfaces,
which is necessary to have in mind when designing an algorithmic solution to a partic-
ular instance of this problem.

As the last thing in this section we would like to include a different formulation
of VRE, this time in its differential energy transport variant. This formulation will
be more suitable for forward tracing algorithms, such as photon mapping. Since the
behaviour of light in participating media can be regarded as a continuous process, we
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can define the differential change of the radiance L of a pencil of light due to scattering
and absorption as

dL(~x, ~ω)

d~x
=−σtL(~x, ~ω)+σs

∫
Ω4π

f (~x, ~ω ′, ~ω)L(~x, ~ω ′) d~ω ′. (2.14)

The notation stays the same as in the directional formulation of VRE, and also the
schematic depiction by Figure 2.6 remains suitable for this formulation.

2.3 Spherical harmonics
Spherical harmonic functions or in short spherical harmonics are a specialized math-

ematical concept that allows representation of a function by a series of coefficients and
basis functions, similar to the Fourier transform. The difference between them is that
the Fourier transform works with functions defined on Rn, while spherical harmonics
have 2-dimensional spherical domain.

Spherical harmonics have been described in many publications on mathematics and
mathematical physics. In computer graphics spherical harmonics have been used for
instance in works by Kautz et al. ([38, 53]) for arbitrary BRDF rendering in com-
bination with environment mapping and for precomputed radiance transfer. In addi-
tion, several computer-graphics-oriented technical reports on this topic exist, for in-
stance [21, 51, 52]. Therefore we will not delve into too much detail in this topic; we
will just describe the basics necessary for our work and an interested reader can easily
obtain additional details in the aforementioned sources.

Projection and reconstruction Let us assume we have defined an infinite series of
orthonormal basis functions B1(x),B2(x), . . . and a real function F(x) we would like to
approximate by functions B1, . . . ,Bn for some n. The function F can be approximated
by F̂ as

F̂(x) =
n

∑
i=1

ci ·Bi(x). (2.15)

Also, if n→ ∞⇒ F̂ → F . We can represent the approximated function F̂ by storing
the coefficients c1, . . . ,cn, then evaluate it by computing the Equation 2.15 at x; this
process is called reconstruction. Of course, the more coefficients we store, the closer
will F̂ be to F (in terms of the maximum-difference error).

The coefficients ci are obtained by the inverse process called projection by inte-
grating the product of F and the basis functions over the entire support of F :

ci =
∫

F(x)Bi(x) dx. (2.16)

Intuitively, the Equation 2.16 calculates how similar F is to a particular basis function.

Real spherical harmonics General spherical harmonics are complex 2-dimensional
functions defined over a unit 3-dimensional spherical domain. Since we do not need
their imaginary parts we will only be interested in their real versions. The real spherical
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Figure 2.7: The first 5 bands of the real spherical harmonics. The positive values are indicated
by green colour, while the negative ones are red. Image from Schönefeld [51].

harmonics ym
l (θ ,φ) are defined as

ym
l (θ ,φ) =


√

2Nm
l cos(mφ)Pm

l (cosθ) m > 0√
2N−m

l sin(−mφ)P−m
l (cosθ) m < 0

N0
l P0

l (cosθ) m = 0
(2.17)

where

• l ∈ N0 is the band index and −l ≤ m≤ l
• θ and φ are the zenith angle and the azimuth of the sample, respectively
• Nm

l are the corresponding normalization coefficients
• Pm

l are the associated Legendre polynomials

The real spherical harmonics for l = 0, . . . ,4 are shown in Figure 2.7. The definition
of Nm

l and Pm
l can be found e.g. in [21], along with a numerically reliable evaluation

scheme of the associated Legendre polynomials and a C++ implementations of the
above defined.

Utilization of the real spherical harmonics is very similar to any other basis func-
tions. We can define

yi = ym
l

i = l(l +1)+m

and then use the Equations 2.16 and 2.15 to represent our function of interest by putting
Bi = yi. The integration in the Equation 2.16 naturally becomes spherical, and is usu-
ally evaluated by numerical sampling. Calculation and storage of Λ2 coefficients is
required to approximate a function to the precision of the first Λ SH bands.
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3. Related Work
Chapter 2 presented the theoretical concepts relevant for our work. This chapter

provides an overview of some of the existing works from the field of computer graphics
that concern themselves with simulation of global illumination effects in participating
media, especially in clouds.

In general, these methods can be categorized as non-interactive and interactive.
Non-interactive methods aim to generate high-quality images in the cost of high com-
putational costs — it is not unusual that rendering of a single image takes minutes or
even tens of minutes. On the other hand, interactive methods must be able to generate
an image in hundreds of milliseconds or faster, so they can react on user’s input. For
this they must always do some compromises in quality or complexity of the simulation
they perform. In addition, interactive methods tend to be more specialized, so they can
perform optimizations suitable for a certain situation or phenomenon they attempt to
simulate.

In recent years, we can observe that non-interactive and interactive techniques for
rendering global illumination on surfaces slowly converge. The first such method was
instant radiosity introduced in 1997 by Alexander Keller [39]; since then the method
received much attention in the rendering community. Also, attempts to make the pho-
ton mapping on surfaces interactive were made, for instance in works of Purcell et
al. [48] or Airieau et al. [2].

Unfortunately in rendering of global illumination in participating media this con-
vergence if much slower. The main reason is the complexity difference between RE
and VRE described in Section 2.2. Another reason is that memory representation of
participating media is much more costly than representation of surfaces, because of the
higher dimensionality of volumetric data.

3.1 Photon mapping
Photon mapping (abbreviated PM) was introduced by Henrik Wann Jensen in 1996

in his PhD thesis [31]. Many papers have been written on this topic (for example [30,
12, 28, 24, 23]) and also PM has been summarized in Jensen’s book [32].

Photon mapping is a bidirectional ray-based algorithm which consists of two phas-
es:

• Photon tracing
The radiative power of all light sources in the scene is equally distributed among
n virtual particles called photons. These photons are then traced through the
rendered scene using ray tracing. If a photon hits a non-specular surface its
energy is stored in so-called photon map, which is a 3D data structure (most
often a kD-tree) independent of the scene geometry.

• Rendering
The scene is then rendered using regular ray tracing. When a ray hits a non-
specular surface the energy of photons in the vicinity of the hit point is assigned
to the ray, contributing to the final colour of the pixel corresponding to the ray.
There are two ways how to reconstruct the energy of photons near the hit point.
The histogram method divides the photon map into bins; when a photon is being
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stored into the map is is assigned into one of the bins. During reconstruction, the
energy of the nearest bins is interpolated, instead of treating individual photons
separately. On the other hand the density estimation method finds the nearest
photons directly (either using N-nearest-neighbours search, or it searches in a
fixed radius around the hit point). Then it sums their intensities and divides this
sum by the area through which the averaging has been performed, producing an
estimate.

PM is a robust algorithm, working very well in most common settings. This can espe-
cially be said about its progressive improvements [24, 23]. It is also generally faster
than most of the available alternatives, thanks to the caching mechanism of photon
map. On the other hand PM is a (consistently) biased algorithm; there are several types
of bias in PM, although practically all of them arise from the reconstruction stage.

3.2 Non-interactive methods
Not many non-interactive methods exist that would be specialized on a particular

type of situation or phenomenon. This is most probably because the reason for de-
velopment of specialized methods in general are possible optimizations applicable in
a given situation. However, very rarely these optimizations improve the speed of a
particular technique by an order of magnitude or more; such improvements are most
often in the realm of tens of percent. As such, they are not a priority of non-interactive
methods (e.g. it is not so critical if generation of an image takes 10 or 15 minutes).
But since clouds are an especially difficult case even amongst participating media (as
we will see in Chapter 4) some non-interactive methods for their simulation exist —
the works of Gardner [19] and Nishita et al. [44] are examples of these.

As for the general available methods, most of them can be extended to take par-
ticipating media into account. The extension mostly have to tackle the problem of
substituting VRE instead of RE — how difficult this is depends of course on the par-
ticular algorithm.

Pure ray-based methods Practically all classical ray-based methods can be extend-
ed to handle participating media: ray tracing [36], path tracing [49], bidirectional path
tracing[41], Metropolis light transport [46]. Since they already have the capability to
evaluate (hemi)spherical integrals, the main necessary addition is the ability to sample
interaction events with participating media, which is not so difficult to do.

On the other hand, their computational costs are very high, as already their original
variants are rather slow. As for their robustness, they generally retain the properties of
their original versions. For instance, path tracing is quite suitable for rendering media
with low-to-moderate albedo and low scattering anisotropy, but in highly reflective
and anisotropic media path tracing produces a lot of noise. Unfortunately, clouds are
a textbook example of such medium, and therefore neither path tracing nor any of the
remaining aforementioned methods are particularly suitable for their simulation.

Photon mapping The extension of PM to participating media has been described by
Jensen and Christensen [33] in the general case and by Jensen et al. [34] for rendering
of sub-surface light scattering. It has also been summarized in the Jensen’s book [32].
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An example of a GPU-accelerated technique for cloud rendering based on PM is the
work of Cha et al. [8].

Photon mapping is a more suitable candidate for extension to participating media
than the purely ray-based methods, since the increase of the problem dimensionality
is not so troublesome for it thanks to the light caching mechanism. It is also more
natural due to the photon map being natively a three-dimensional structure (although
in practice a different map is used for surfaces than for volumetric media).

Extending PM to participating media does not only add the need to sample the
mean free path of traced photons. The reconstruction step gets more complicated as
well, since we have to account for all photons along the reconstruction ray, not on-
ly around its intersection point with the scene. The conventional way to do this is to
choose a number of samples along the gathering ray and search for photons within
spherical neighbourhoods around these points. This is not very accurate though: some
photons might be missed, while some others can be counted twice. A much better vol-
umetric photon gathering technique is the beam radiance estimate by Jarosz et al. [29].
This approach searches for photons in a cylindrical space around the gathering ray and
produces results with much higher quality in shorter rendering times.

Volumetric PM can handle much wider range of participating media, mainly en-
vironments with high albedo are not so problematic for it, as for, say, path tracing.
However, media with very strong scattering anisotropy can still cause problems, main-
ly if a low number of photons is used — the probability for the observer to be in
the direction of the narrow phase function lobe quickly decreases with the increasing
anisotropy. This can produce significant amounts of noise.

Other methods Radiance caching for participating media has been presented by
Jarosz et al. [27]. The algorithm is not dissimilar to photon mapping, as it also uti-
lizes a light power caching mechanism, as the name suggests. The difference is in the
manner how this is done: radiance caching uses a set of caches computed explicitly by
e.g. path tracing. The placement of these caches is guided by local gradients of the
scene illumination, and the spherical radiance distribution in these caches is stored in
the form of spherical harmonics. Outgoing radiance anywhere in the medium is then
obtained by interpolation from the nearby cache points.

Volumetric radiance caching is actually the only technique capable of achieving
results comparable to volumetric photon mapping that we know about.

Finite element methods have been used to render participating media as well. Con-
ceptually they are equivalent to surface radiosity methods. Their adaptation for par-
ticipating media divides the medium volume into discrete segments; the energy trans-
port is then computed between all pairs of these segments, until energy equilibrium is
reached.

Originally proposed by Chandrasekhar in 1960 [9] as the discrete ordinates method
(DOM) this approach has been used for the simulation of general energy transport.
Later already within computer graphics improvements have been proposed [20, 18].
Also, a very similar approach have been used by Haber et al. [22] for specialized
simulation of radiative transfer in the Earth’s atmosphere.

In general, finite element methods are slower than ray-based methods, mainly be-
cause in environments with highly anisotropic scattering the discretization of the sim-
ulation space needs to be very fine. Hence they also usually consume more memory.
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On the other hand they are usually more robust and exhibit less noise than ray-based
methods (albeit sometimes in the cost of excessive interpolation and light smearing
artefacts). However, the main advantage of these techniques is that once the ener-
gy equilibrium in the scene is computed, it stays valid until the scene configuration
changes, which might be very beneficial in some usage scenarios.

3.3 Interactive methods
In contrast to non-interactive methods where there are only few specialized methods

for cloud rendering, among interactive and real-time techniques the specialized ones
dominate, for the reasons mentioned above. In this section we will therefore concern
ourselves solely with the specialized methods for cloud rendering. And since interac-
tive methods use a wider variety of cloud representations than the non-interactive ones
(where participating media are almost always represented by 3D density fields) we will
categorize them according to this criterion.

Billboard-based techniques Billboards are simple textured camera-facing quads
which are widely used in real-time rendering systems for representation of various,
mostly semi-transparent, particles. Naturally, there are numerous techniques that use
them for representation of clouds.

One of the classical billboard-based real-time techniques is the work of Wang [58].
The technique is suitable for game studios workflows — an artist creates the basic
shape of the cloud by hand in a modelling software, then the algorithm randomly fills
this shape with cloud particles. The cloud illumination is purely empirical — the
colour of the particles is guided by colour palettes and by an ad hoc lighting model.
The technique has been used in the Microsoft Flight Simulator 2004 game. Numerous
approaches similar to this exist, such as the work of Wenzel [59], which has been used
in all versions of Cryengine.

A much more theoretically sound work by Szirmay-Kalos et al. [55] describes the
so-called illumination networks. The idea of this work is to perform a GPU-accelerated
iterative lighting simulation on the cloud particles represented by billboards. The core
of the technique is a Monte-Carlo approach that uses a set of fixed directions to transfer
the light energy in the cloud. Each simulation step takes the current energy state of the
scene and ‘pushes’ this energy into these fixed directions. Finally, after a sufficient
amount of iterations the cloud energy state converges to its equilibrium. However, the
main drawback of such approach is that after a change of the lighting conditions in the
scene or of the cloud shape the entire simulation has to be re-run from the beginning,
which is unfortunately very impractical for the potential target applications (such as
computer games).

Slice-based techniques Slice-based approaches use a set of parallel slices of ge-
ometry to sample the scattering medium volume. These slices can be axis-aligned,
view-direction-aligned, or then can have different alignment for some specific reasons.
In either way they are textured by fetching density and transparency values from the
medium volume (mostly represented by a 3D texture on the graphics hardware). Final-
ly, they are rendered by utilizing the standard alpha-blending functionality of GPUs.
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Slice-based approaches originate from volumetric visualization techniques, where
the auxiliary geometry is used to visualize a volumetric dataset after application of
a transfer function. As such there is no intrinsic way to compute energy transfer on
such medium representation. This was changed by the work of Kniss et al. [40] who
presented their method called half angle slicing. An application of this method to cloud
rendering was published by Riley et al. [50].

The method, as the name suggests, aligns the auxiliary slicing geometry with the
half vector between view and light directions in the scene. The algorithm then runs
in two passes: in the first pass it calculates forward light scattering between adjacent
geometry slices, starting at the one closest to the light source. In the second pass the
slices are rendered in front-to-back order from the camera position, accumulating the
values of the transmittance function and of course of the cloud colour.

Despite being an ad hoc approach (it it centred around the capabilities of contempo-
rary GPUs, not around what a proper light simulation in participating media requires)
it produces nicely looking results in situations where forward scattering dominates.
However, the main drawback of the method is it supports illumination by only a single
light (because of the alignment requirement). Because of this limitation Riley et al. in
their extension to clouds [50] had to design an approximate model for taking sky light
into account (otherwise the results would look too artificially and isolated).

Other techniques The remaining techniques work directly on the volumetric medi-
um dataset, or they use a hybrid representation that cannot be simply categorized.

A hybrid method that utilizes a combination of a geometrical mesh and a defor-
mation hypertexture for cloud representation was presented by Bouthors et al. [6] (as
a continuation of some of the authors’ previous work [5]). The illumination simula-
tion relies on a huge dataset containing an analysis of multiple scattering behaviour
in plane-parallel volumetric slabs. This dataset has then been compressed into a set of
empirical functions by least square optimization. During rendering, these functions are
used to find the most probable light paths for a particular point on the rendered cloud.
Although this method produces very impressively-looking results we find some of its
assumptions weak and also some of the algorithm steps not very transparent.

Just recently, a method by Engelhardt et al. [17] was published. Their work extends
the aforementioned instant radiosity method [39] to participating media. The idea be-
hind instant radiosity is that global illumination is approximated by tracing so-called
virtual point lights (VPLs), which are shot from the light sources, through the scene
(similar to photon tracing). These VPLs are then stored on surfaces in the scene and
are used to calculate local illumination at a shaded surface point. The extension to par-
ticipating media is quite intuitive — similar to volumetric photon mapping the VPLs
are also stored anywhere in the scene, not only on surfaces. Ray marching is used
for their visualization — but at each sample only a randomly chosen subset of VPLs
is used to compute the light contribution, since evaluation of all VPLs would be very
costly.

The main contribution of this work is, however, an optimized bias compensation:
all instant radiosity methods suffer from clamping bias, which arises from the fact
that light contribution from VPLs must sometimes be clamped to avoid oversaturated
singularities near the locations where VPLs are stored. Engelhardt et al. propose an
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approximate bias compensation which enables the method to run in interactive fram-
erates (while normally computation of the compensation is quite costly). And in spite
of being approximative, the technique produces very nice-looking results which are in
most cases visually indistinguishable from reference path tracing solutions.

Another interesting approach was presented by Kaplanyan and Dachsbacher [37]. It
is a finite elements method similar to the works described in Section 3.2. However, by
using approximative solutions for some of the simulation steps, using a low-resolution
simulation grid with only a few iterations per frame, and implementing the core of the
method on GPU the authors were able to achieve very good performance. The method
has been used for approximative solutions of higher-order global illumination on both
surfaces and volumes in the CryENGINE R© real-time game engine, which has been
used for example in the Crysis 2 game.

26



4. Method overview
This chapter takes a more detailed look at clouds specifically, discussing their prop-

erties and hard points. We will also formulate the assumptions we built our approach
on. Then we will finally introduce our method by presenting its workflow and briefly
discussing each of its steps.

4.1 Assumptions and rationale
So far we have described the physics of participating media and energy transport in

them in general. Let us now look at some specific properties of clouds in more detail,
so we can identify the difficult ones, but also determine which of them can be used to
our advantage when designing our method.

Albedo and density Clouds in most cases have practically 100% albedo, meaning
they exhibit very little absorption (except when soaked with large amounts of
rainwater, such as nimbostratus clouds — see Figure 4.2 (h)). Effectively this
means that if a photon enters a cloud, it will be scattering inside until it flies out.
Moreover, clouds are relatively dense. Their absolute density is not so high, but
after taking into account their spatial extent, the situation changes. Let us take
an example: according to Bouthors et al. [6] a typical scattering coefficient in
cumuli is σs = 0.05m-1; this corresponds to a mean free path of 20m. In a cloud
with the diameter of 1km a photon will scatter several tens of times before leav-
ing the cloud. In reality this number can go even to hundreds scattering events
per photon. This is indeed a lot — from the programmatic point of view it means
that we must simulate very high numbers of scattering events, without a possi-
bility the simulated photon will get absorbed, thus saving us some computational
effort.

Scattering anisotropy Since clouds mostly consist of tiny water droplets (which are
however much larger than the wavelengths of visible light), the scattering in
clouds is strongly forward and therefore highly anisotropic. This in terms of the
corresponding phase function causes it to have a major forward lobe, preferring
very small scattering angles.
A typical cloud phase function is shown in Figure 4.1. The rigorous Mie phase
function has a number of interesting features, but since the plot is in logarithmic
scale, the real energy they carry is about 4–5 orders of magnitude smaller than
the energy represented by the main forward lobe. As such they will not be a
main point of interest of us, and therefore we will use the Henyey-Greenstein
approximation instead, as it approximates the main forward lobe fairly well.
However, such strong forward scattering causes some complications on its own.
It allows light to penetrate deeper into the cloud volume; if clouds would scatter
light isotropically, a part of the incident light would be scattered back, leaving
the cloud sooner and thus decreasing computational costs of the simulation.
Another complications arise when strong forward scattering is combined with
such high average number of orders as we are dealing here with. The effect of
this is that in spite of the local scattering being strongly forward, the overall scat-
tering behaviour becomes more and more isotropic with the increasing number
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Henyey-Greenstein

Mie

Rayleigh

Figure 4.1: Example of a phase function typical for cumulus clouds (labelled ‘Mie’). The oth-
er two are the Henyey-Greenstein approximation for g = 0.99 and the Rayleigh phase function
(see Section 2.1). Notice the log10-scale. Image from Bouthors et al. [6].

of bounces a photon undergoes in the cloud (the resulting angular distribution in
fact corresponds to repeated convolution of the cloud phase function with itself,
see e.g. [50]). This causes the very common effect that while the cloud edges
are very bright when looking against the Sun (colloquially called ‘silver lining’),
the inner and rear parts of the cloud look isotropic and uniform. That is because
the photons that reached these parts have almost random directions after such
high amount of scattering events they have experienced (and also because the
light that enters the cloud directly from the Sun is actually weaker here, than the
relatively isotropic light that originates in atmospheric scattering). This effect is
nicely visible on the photographs (a), (b), (c) and (d) in Figure 4.2 (for instance,
the upper-right cloud in picture (d) is shadowed by another one not visible on the
photograph. It can be observed that while the directly lit clouds behind it have
much sharper lighting, the shadowed cloud has more isotropic appearance with
less contrast mainly on its top edge).
Again, this is a problematic behaviour to simulate. The high amount of aver-
age scattering orders does not allow us to use simplifying approaches, such as
considering only single- or double-scattering. On the other hand, since the scat-
tering is so anisotropic, we cannot use approximations for very dense media —
for instance, according to Jensen et al. [34], their diffusion approximation does
not work well in combination with strong forward scattering.

Morphology 1 Finally, clouds also can have a wide variety of complex shapes (see for
example pictures (e), (f) and (g) in Figure 4.2). This makes their representation
in memory difficult — each cloud type would require a different representation

1By ‘morphology’ we mean the spatial distribution of a cloud mass in a particular point in time.
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that suits it most (e.g. the hybrid approach by Bouthors et al. [6] can handle only
very compact cloud types, such as cumuli). Hence in general we have to use
3D density fields to represent clouds, which is of course very memory-intensive.
That in consequence does not allow us to effectively work with very large clouds
without a significant loss of details.

The above analysis indicates that if we do not want to resort to completely empir-
ical models, it is really necessary to stick to the rigorous physical and mathematical
concepts, or at least their sufficiently close approximations. Therefore, we can only do
compromises on the higher, computational level. Let us now look at some properties
of clouds that would allow us to do so.

Illumination In rendering, arguably the most influential aspect that any algorithmic
designing is centred around is lighting. In our case we have two options:

• During the day the main light source is without any doubt the Sun. The
secondary source is the ambient light scattered in the atmosphere, but that
directly depends on the Sun as well. This is very well visible in Figure 4.2
(e) — the right side of the cloud is illuminated by direct reddish sunlight,
while the rest is blueish because of the atmospheric scattered light. No
other light sources come into consideration, at least under any normal cir-
cumstances.

• At night there are few possible sources: the Moon (again plus the (neg-
ligible amount of) light originating in the atmospheric scattering) and in
urbanized areas the illumination from street lights. There may be others,
for instance an aeroplane signal lights, but we can safely consider these
comparatively rare.

We are not by any means trying to convey an opinion that the clouds are illu-
minated by a single light source (as many interactive methods tend to assume).
Our point is that, except some rare occasions, clouds are naturally illuminated
by low-frequency light sources, both in spatial and in temporal sense. In other
words, all of the described sources move very slowly or not at all, and neither of
them illuminates clouds locally.
This stays valid for occlusion as well — clouds are practically always occluded
only by other clouds, which never move very rapidly across the sky (relatively
to their size).
This finding is essential for our method, as we will describe later. We cannot
assume completely stationary light sources, which excludes any kind of static il-
lumination precomputation scheme. However, it allows us to safely assume that
no abrupt change of lighting conditions will occur, which in turn will permit us
to consider some tolerance on the illumination update speed.

Morphology An observation very similar to the previous one can be made for clouds
morphology. Again, we cannot assume the cloud shape remains static. However,
convection responsible for morphology changes in all clouds is a relatively slow
process; translating this into the language of interactive rendering, the cloud
shape does not change every frame, or at least not so much it would completely
invalidate the previous light simulation results.
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These two observations are at the same time the main assumptions of our method
design. They lead us to the first design decision, which is usage of photon mapping as
the core algorithm for illumination simulation.

Photon mapping has been built on the observation that in order for a rendering
algorithm to be robust and efficient it needs to be bidirectional [32]. That means it
has to consider both the lighting and the observer in a scene, and it has to be able
to effectively establish a connection between them, allowing transfer of light energy
from the light sources to the observer. PM itself does this in the two passes described
in Section 3.1.

Bidirectionality is especially important in scenes with a lot of glossy surfaces and
anisotropically-scattering participating media, which is exactly our case. This is be-
cause in such situations the purely forward or backward algorithms have problems
reaching their target scene elements — the backward algorithms based on the recur-
sive evaluation of the Equations 2.10 and 2.11 (such as path tracing and stochastic ray
tracing) have in some cases problem to reach the light sources in the scene, and vice
versa.

This makes PM suitable for the rendering of clouds, but it is still not the reason
why it also benefits from the observations we made. This reason is the light caching
property of photon mapping. In the first pass PM creates a photon map of the simulated
scene; this photon map represents the light energy distribution for a particular scene
state. The scene state contains positions and specific properties of the objects in the
scene, so if any object or light source in the scene moves, the photon map has to be
built anew. However, position of the observer is not a part of the scene state, so if the
observer moves only the second pass needs to be repeated.

The main design premise of our approach method the above observations of slowly-
changing scene state and the light caching feature of photon mapping. The latter allows
us to spread the computation of the cloud photon map across multiple frames, so only
a fraction of all photons needs to be traced in each frame. We call these portions of
photons photon generations and label them Gi. Each generation contains NG photons
and there is a fixed number of p generations, which means the total number of photons
in the photon map is simply NT = p ·NG. Therefore the total flux of the photons which
will constitute the photon map ΦT is equally divided between these generations.

The point of this approach emerges when we look at the observations we have
made. We start with an empty photon map M and a scene in some state, and in each
frame we add the generation Gi (where i = 0, . . . , p− 1) containing NG photons into
M (by tracing them through the scene). After p frames M is updated and so is the
illumination in the scene. Now if the scene state changes (e.g. the Sun moves), we
should correctly discard M and build it from scratch. What we do instead is that we
discard only the oldest generation G0, removing the photons associated with it from
M, and add a new generation Gp into M by tracing its photons through the scene in the
new state. The next frame removes G1 from M and adds Gp+1 into it, and so on.

In this approach M behaves as a queue which contains the p most recent generations
of photons. Naturally, some of these generations correspond to different (older) scene
states than the current one. But thanks to the assumptions of slowly changing scene
state the deviation of the energy state of the scene represented by M will be small and
ideally unnoticeable.

This approach has multiple advantages. First, it allows us to distribute the simula-
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tion computational costs between multiple frames. Second, a change of the scene state
does not invalidate the entire photon map, it just deprecates it, initiating an iterative
update. Third, our approach has a very good temporal coherence (which is often a
problem with this class of methods). This all means that even though the computation
of the entire photon map is hardly an interactive operation, spreading it across multiple
frames can possibly make the per-frame update interactive, and if the assumptions will
hold the resulting cloud illumination will be indistinguishable from the correct result.

Naturally, this is hardly a new idea. Similar progressive concepts such as adaptive
spatio-temporal sampling and frameless rendering have been investigated before [3,
43, 45, 11], quite recently even in combination with photon mapping [2]. We are
however not aware of any method that would apply these ideas to the rendering of
participating media or clouds specifically.

4.2 Brief algorithm description
Section 4.1 described the specific conditions we have to deal with in cloud rendering,

and the assumptions we derived from them. This section builds on those assumptions
and presents the main algorithmic steps of our method, to create a coherent picture of
the method without going too much into details. These steps will then be described in
Chapters 5 and 6 from an abstract and an implementation point of view, respectively.

Cloud representation We use a hybrid approach to represent clouds in our method.
It utilizes both 3D scalar density fields and billboards, and combines them to take
advantages of both of them.

We start with a 3D cloud density field — it can be modelled by an artist, or it
might be a result of an actual convection simulation. In either way we do not want to
impose any precomputation requirements, so the cloud shape can even be simulated
interactively. How to do this is beyond the scope of this work (please refer for instance
to [13, 6] for an overview of physically-based techniques for cloud animation). The
only requirement is that the cloud density data reside in GPU memory, so they are
accessible to the simulation.

The primary purpose of the density data is the illumination computation. Photons
are traced through these volumetric data using the techniques described in Chapter 2.
However, we do not directly use the density field to visualize the cloud they represent;
instead, we generate a set of billboards based on the data, and these billboards are then
used to render the cloud.

The reasons we use billboards to visualize clouds are two-fold. First, they map well
to the common design of most contemporary interactive rendering engines. Second,
they provide a way to discretize the cloud volume, which we will need later in the
algorithm.

Basic algorithm steps The work of our algorithm in the temporal sense is centred
around two kinds of frames with different granularities: animation frame and image
frame. An animation frame is a time period where the algorithm works with the same
density data. An image frame is what is commonly referred to as ‘frame’ in interactive
methods — a single rendered image. Naturally, animation frames change less often
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than image frames — this is a common technique to decrease computational intensity
of the cloud animation by amortizing the computation of the next animation frame
across several image frames. In addition, it is fully in agreement with our assumption
of slowly changing cloud morphology.

The workflow of the algorithm within a single animation frame consists of the
following steps:

1. Preparation
The billboards for the cloud visualization are generated from the input cloud
density field Vρ = V (ρ). Other necessary data structures are prepared as well.
This phase is done just once per animation frame.

(a) Gradient computation (Section 5.1)
Based on Vρ the algorithm computes the corresponding gradient magnitude
field Vg =V (|∇ρ|) using finite differences method. Vg has the same resolu-
tion as Vρ . Alternatively, it is possible to use the local variance field of Vρ

(within some radius), if is produces better results in the subsequent steps.

(b) Cloud sampling (Section 5.2)
By means of rejection sampling a set of 3D point samples is generated with
the distribution given by Vg. The corresponding values of Vρ at these points
are stored with them.

(c) kD-tree building (Section 5.3)
A three-dimensional kD-tree is built around the point samples generated in
Step 1b. The spatial median criterion is used to separate the samples.

(d) Per-leaf peak densities computation (Section 5.4)
For each leaf of the kD-tree the maximal value of Vρ is found. These values
correspond to local majorant coefficients σT within each of the respective
volumes spanned by the kD-tree leaves.

(e) VPCs and billboards generation (Section 5.5)
Inside each of the kD-tree leaves with σT > 0 the algorithm places a new
billboard and its corresponding virtual photon collector, VPC. These VPCs
serve as imaginary bins to which scattered photons are assigned in Step 2a.

(f) Photon map initialization (Section 5.6)
A circular queue representing the cloud photon map M is created. Members
of this queue are linear arrays of spherical harmonics coefficients, which
are used to represent the spherical illumination distribution in each of the
VPCs without the need to explicitly store traced photons. The queue holds
p such arrays to represent the entire update cycle of M.

2. Rendering
After Phase 1 is finished, the algorithm starts periodical rendering of image
frames from the prepared data, until a new animation frame is started.

(a) Photon tracing (Section 5.7)
At the beginning of each image frame, NG photons are traced through the
cloud and compressed into the next free array of SH coefficients in M. This
is done for the current scene state, which consists of the currently active
animation frame and the positions of all light sources.
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(b) Illumination reconstruction (Section 5.8)
M now contains the p most recent photon generations represented by the
arrays of SH coefficients. More precisely, each of the arrays contains a set
of Λ2 SH coefficients for each cloud VPC (where Λ is the number of used
SH bands). Only at this point the observer position is taken into account
— for each VPC its illumination colour is reconstructed precisely from
this position. This is done by summing the corresponding per-VPC SH
coefficients and evaluating the Equation 2.15.

(c) Cloud visualization (Section 5.9)
After reconstructing the directional illumination colour for each VPC, these
colours are assigned to the corresponding billboards, which are then sent
to GPU for rasterization.

The biggest drawback of the presented method is currently its inability to make flu-
ent and efficient transition from one animation frame into another. The only possibility
to to this at the moment is a rough equivalent of the double buffering technique: while
rendering the current animation frame, the preparatory Phase 1 has to be computed
for the next animation frame in background while still rendering the current animation
frame. When the next animation frame is prepared the transition between them can be
performed by weighted blending spread across several image frames. Please refer to
Section 7.2 for additional details.
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(c) (d)

(e) (f)

(g) (h)

Figure 4.2: Real cloud photographs.
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5. Detailed method description
This chapter provides a detailed breakdown of the algorithm outlined in Section 4.2;

we will also be referring directly to its steps. Each of the steps is thoroughly described,
as well as interconnections between them. The section names are prefixed by either
‘(P)’ or ‘(R)’, depending on if they belong to the Preparation or the Rendering phase,
respectively.

5.1 (P) Gradient computation
In this step the algorithm calculates the local gradient magnitude field Vg from the

input density field Vρ
1. Vg, as well as Vρ , is stored in GPU memory and has the same

resolution as Vρ .

(a) (b) (c)

Figure 5.1: Two slices of the density and gradient fields corresponding to the smoke cloud
dataset from Figures 2.1 and 2.2. Column (b) shows the colour-coded gradient vectors and
column (c) the corresponding normalized local variances of the density field from column (a).

Gradient of a function of three variables h(x,y,z) is a vector of its first partial deriva-
tives:

∇h =

(
∂h
∂x

,
∂h
∂y

,
∂h
∂ z

)
.

Using central finite differences method it can be approximated as

∇h≈
(

h(x+ ε,y,z)+h(x− ε,y,z)
2

,

h(x,y+ ε,z)+h(x,y− ε,z)
2

, (5.1)

h(x,y,z+ ε)+h(x,y,z− ε)

2

)
1Vg can alternatively contain local variance values of ρ within some fixed radii around the sample

points. The decision which option to choose depends on the subjective quality of the results produced
by both choices in the subsequent steps
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where ε is a small constant that defines the approximation radius. Its choice depends on
the frequency of h — generally, the higher frequencies h contains, the smaller should
the value of ε be.

The results of application of the Equation 5.1 on a density field are shown in Fig-
ure 5.1. Note that since ∇ρ detects the locations where the density function ρ changes
rapidly, it behaves as an edge detector. For instance, the density field in the first row
of Figure 5.1 is homogeneous from inside, so the gradient (and also the local variance)
values are very small there. As we will explain later this is exactly the desired result of
this algorithm step.

The second operation we perform during this step is finding the global suprema of
Vρ and Vg. We will need these values in the subsequent steps.

5.2 (P) Cloud volume sampling

Figure 5.2: Side and top views of the point-sampled smoke cloud dataset using 20000 samples.

Next, we need to generate a set of point samples with the distribution of the gra-
dient magnitude field Vg produced by Step 1a. For this we regard Vg as probability
distribution function and use rejection sampling to produce the point samples.

Note that rejection sampling does not need the sampled function to be a proper
probability density function with unit integral. The only requirement is that the values
of the sampled function and the generated random numbers used for the sampling are
from the same interval. We ensure this by normalizing the values of Vg by dividing
them by their supremum obtained in the previous step. Although we could normalize
Vg to be a proper probability density function (by dividing its values by the integral
over Vg), the only effect this would have would be radically decreased efficiency of the
rejection sampling in most cases.

In addition to generating the samples themselves we also store the normalized val-
ues of Vρ at their respective positions with them. These values will be utilized during
the kD-tree building in Step 1c.

5.3 (P) kD-tree construction
In this step the algorithm builds a three-dimensional kD-tree from the point samples

set generated by Step 1b. There are three reasons why we do this:

1. Placement of cloud VPCs and billboards distributed according to the cloud gra-
dient magnitude field Vg.
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2. Creation of a data structure to locate nearest VPCs during the photon storing
operations in Step 2a.

3. Creation of a partitioning structure to separate locations in cloud with similar
values of Vρ .

VPCs and billboards placement If we would need to perform this step only, we
could simply use the locations generated by Step 1b (and use low discrepancy series to
generate them to avoid clustering). However, because of Reasons 2 and 3, we cannot
do that directly.

Our motivation for billboards (and VPCs, since there is a 1:1 correspondence be-
tween them) to be distributed according to Vg, and not Vρ (as one could intuitively
expect) is the following: naturally, the distribution of matter in clouds is normally
higher at cloud cores and decreases towards its outer parts. Distributing billboards and
VPCs according to a cloud Vρ would mean that the majority of them would be placed
at the dense cloud core. However, this is not optimal at all — what we really need is
to distribute them according to the gradient of the cloud illumination, so we can more
finely sample the areas where it changes more dynamically.

Of course, we do not know in advance how a cloud will be illuminated. What
we know, however, is that in general the illumination in a cloud will vary much more
at its edges (Figure 4.2 (a)–(d) illustrates this very well). Hence we want to place
more samples at the cloud edges, which is exactly what sampling of the cloud gradient
magnitude field will produce. Figure 5.2 shows an example of such sampling.

Locating the nearest VPC kD-tree is a common and effective data structure for spa-
tial nearest-neighbour searching (at least in lower-dimensional spaces). Moreover, our
situation will be even simpler than the general NN-search case — as will be described
in Section 5.5, we place VPCs and their associated billboards into the centres of the
constructed kD-tree leaves. That means finding the VPC which is closest to a particular
location in space corresponds to finding the tree leaf containing the location.

Separation of similar-density regions The Woodcock tracking algorithm (Algo-
rithm 1 in Section 2.2), which we use for mean free path sampling, needs the majorant
extinction coefficient σT for its work. Naturally, σT corresponds to the supremum of
Vρ , except for scaling by a cloud particle cross-section.

However, Yue et al. [62] in their work shown that Woodcock tracking has very high
performance penalty in highly heterogeneous media. This is because the algorithm
treats the simulated medium as homogeneous with a uniform extinction coefficient σT
(which is the reason why the algorithm is unbiased). In participating media where most
of the medium has significantly smaller extinction coefficient than σT on average, most
of the events generated by the algorithm are rejected as virtual, which can severely
reduce performance of the tracking procedure.

To solve this problem the authors proposed to partition the medium volume onto
regions with small variability of the medium density using kD-tree, and then use the
local majorant extinction coefficient in each of these regions to perform Woodcock
tracking. This effectively minimizes the amount of virtual events, while still keeping
the algorithm unbiased. When properly formulated this problem transforms to finding
of the largest empty hyper-rectangle [1] in the density function ρ .
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Although this approach is able to decrease the rendering costs significantly, the
time needed to construct the partitioning kD-tree is in order of seconds at least, which
is of course unacceptable for interactive applications.

#1

#2

(a)

(c)

(b)

(d)

Figure 5.3: Our approximate solution of the largest empty rectangle partitioning in 1D. Image
(a) shows an example of a density function defined analytically as ρ = xsin(x)+5. Image (c)
shows the partitioning after 2 iterations of the largest empty rectangle search, yielding three
splitting planes (thick vertical dashed lines). Our approach is shown in images (b) and (d);
image (b) contains plots of the gradient magnitude function |∇ρ| and its cumulative function∫
|∇ρ|. Image (d) shows that the splitting planes are obtained by recursively sampling the

function (
∫
|∇ρ|)−1, always in halves of the sampling intervals — for three splitting planes

this means sampling at 50%, 25% and 75% of the original sampling interval (which is 〈0,10〉
in the example). Of course, we do not directly sample (

∫
|∇ρ|)−1 in our method (in higher than

one-dimensional space this would not even make sense); instead, we generate many samples
of |∇ρ| in Step 1b and during the kD-tree build we always divide the current samples in halves
using the spatial median criterion on the dimension where the discrepancy of density values
is currently highest. Comparing images (c) and (d) it is apparent that our proposed approach
produces splitting planes which are very close to the original largest empty rectangle solution.

Our solution to this issue lies in the observation that partitioning the space accord-
ing to |∇ρ| yields very similar partitioning structure as partitioning according to the
largest empty rectangles. This is depicted in Figure 5.3. Intuitively, the largest empty
rectangle partitioning creates regions with the lowest possible range of density values,
which is desired, since the space ‘above’ the graph of ρ (see Figure 5.3 (a)) represents
the rejected virtual extinction events. However, the partitioning according to sampled
|∇ρ| encloses the regions where |∇ρ| is large and therefore creates regions with low
variance of ρ as a side effect. In the end, this is precisely the desired behaviour.

As a result, the time needed to build the kD-tree by our approach is at least 1–2
orders of magnitude smaller than the times Yue et al. report for similar scenes. In
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dx

dy

dx

Figure 5.4: Finalization of a kD-tree node — in case there is too much leftover space the
algorithm culls it to better encapsulate the point samples.

addition, although our method is only an approximation, it is more correct in certain
sense. The reason why we think this is that Yue et al. don’t solve the problem of
the 4-dimensional largest empty hyper-rectangle, since this is infeasible even for non-
interactive applications. Instead, they solve the 2D largest empty rectangle problem
for every axis separately (at each kD-tree subdivision step) and choose the best of the
three solutions. On the other hand, our approach, despite being approximative, works
natively in 3D (because the samples of |∇ρ| are three-dimensional).

As for the building of the kD-tree itself, we use a custom building procedure work-
ing in O(n logn) time, very similar to the standard algorithm by Wald and Havran [57].
First, the algorithm sorts the gradient magnitude samples into three separate lists, ac-
cording to their x, y and z coordinate, respectively. After each recursive subdivision
along one of the dimensions, the point lists corresponding to the other two dimensions
are rearranged in accordance with the relative position from the splitting plane.

As has already been indicated, we use our own partitioning criterion. This is be-
cause the commonly used surface area heuristic (SAH) does not make any sense in
our situation (SAH is tied to the probability of hitting the geometry contained within a
node — first, this is undefined for points, and second, we are not building the tree to
compute intersections with anything). Instead, we put the splitting plane at the spatial
median of the currently examined point set. And since we want to separate regions
with high density variance, we select such splitting dimension out of the three, that
minimizes the density variation in the newly-created sub-nodes. Ideally, we should
sweep through the examined points to find the optimal splitting plane position, but this
would be too costly and would not make the resulting partitioning much better.

In similar spirit we designed the termination criterion. Yue et al. [62] derive it from
the formulation of the largest empty rectangle problem by approximating the costs of
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traversing a subdivided and non-subdivided node (basically they calculate if the subdi-
vision removes a large enough empty rectangle that it pays off to traverse one more tree
node). However, we are not solving the largest empty rectangle problem directly, and
also approximating the costs of the additional traversal step on GPU would be compli-
cated (because of the difficult predictability of the memory access patterns). Instead
we use a user-provided constant threshold on the density values range within a node —
is this range is below the threshold, we terminate the subdivision process for the node.

However, when we terminate the subdivision process, we finalize the current node
by additional heuristic operations. First, each of the point samples is assigned a con-
stant radius of influence (chosen by the user). Then, based on this radii, we look if
there is not too much space uncovered by the samples somewhere within the node. If
there exists such space we further subdivide the node until the samples inside it are
encapsulated well enough. This process is illustrated by Figure 5.4. The main reason
to use such heuristics is that sometimes the termination criterion can succeed even for
clustered or too distant point samples (if they bear similar densities), which then causes
too large VPCs and billboards generated for such nodes in Step 5.5.

The results of our kD-tree construction on a simple ellipsoid dataset and the already
presented smoke cloud dataset are shown in Figure 5.5.

Figure 5.5: kD-tree visualization without the heuristic finalization (top row) and with it (bot-
tom row). From left to right: ellipsoid dataset (top and side views) and the smoke cloud dataset
(top and side views). The relative density threshold for the termination criterion was set to
0.25. Please note that the apparent tree complexity is the result of multiple subdivision levels
being overlaid along the view direction. For the same reason the finalized versions appear to
have some nodes subdivided also in the interior regions of the datasets, even though they do
not.

5.4 (P) Peak densities computation
In Section 5.3 we described our kD-tree construction and the usage of the tree to

partition the cloud volume for Woodcock tracking. What is still missing, however, are
the values of the per-leaf local majorant extinction coefficients, which the algorithm
requires. Although they could be approximated by taking the maximal value from the
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densities stored with the point samples contained inside each leaf, this could of course
lead to their underestimation.

Therefore we compute these values by traversing Vρ for each leaf separately and
finding the maximal value of the density at each respective leaf. In addition, we also
find for each leaf the percentage of the cloud volume with non-zero density values
(simply by counting the percentage of texels with non-zero densities, as we represent
Vρ by a 3D texture on GPU). We will need these values later during the Rendering
phase. The results of the per-leaf peak densities computation are shown in Figure 5.6.

Figure 5.6: Visualization of the per-leaf densities in the ellipsoid (non-finalized versus final-
ized) and the smoke cloud (non-finalized versus finalized) datasets. Notice that despite the
finalization of the kD-trees yields more nodes, it also produces better partitioning in terms of
encapsulating similar-density regions.

5.5 (P) VPCs and billboards generation
We can now place the virtual photon collectors, along with their corresponding bill-

boards, into the leaves of the tree constructed in Step 1c. VPCs and billboards each
have two main geometrical properties that need to be set: position and radius.

The position of each VPC should naturally be in the centre of its corresponding kD-
tree leaf’s axis-aligned bounding box (AABB), since during the photon tracing stage
(Section 5.7) it will serve as the nearest-neighbour photons accumulator for the leaf.
However, since kD-tree is a structure based on rectilinear partitioning cells, billboards
placed this way exhibit a visible regular distribution during the rendering. To break
this regularity, we place each VPC into the centroid of the gradient point samples
encapsulated by its corresponding leaf. This is of course an ad hoc solution, but it also
results in VPCs and billboards being placed closer to regions where the cloud matter
is located, which is a plausible effect in the end.

The radii of the generated VPCs and billboards should reflect the fact that a bill-
board is actually a substitute for a certain volume of the medium it represents. Since
we treat billboards as spherical, the radius r of some VPC-billboard pair should be

r = 3

√(
3

4π
abc
)

where a, b and c are the side lengths of the corresponding leaf’s AABB. However, such
an approach creates a significant amount of holes in the medium, because fundamen-
tally any rectilinear body has larger half-diagonal than the radius of the sphere with the
same volume. To solve this we simply double the radii of the generated billboards, so
they somewhat overlap. However, this introduces another issue. Since each billboard
represents a portion of the medium volume, it also has assigned a transmittance value
proportional to this volume. This transmittance is later converted into the billboard
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opacity and used during the Rendering phase to alpha-blend the rendered billboards
together. To compensate for this increased volume, we later downscale the billboards
transmittance values by the factor of 8, which is exactly by how much we increased
the volumes represented by the billboards.

The resulting generated billboards and VPCs are shown in Figure 5.7. Note that we
do not generate them for leaves with very small local majorant extinction coefficient,
nor for the leaves which do not contain any point samples (because of the finalization
step).

Figure 5.7: VPCs and billboards generated in the kD-tree visualized by Figure 5.6. The
left image shows the generated VPCs inside the tree, and the right image the corresponding
constant-coloured transparent billboards with already adjusted radii.

5.6 (P) Photon map initialization
As the final step of the Preparation phase the algorithm initializes the data structure

which will represent the photon map M. As briefly indicated in Step 1f we use the
spherical harmonic functions (defined in Section 2.3) to represent angular outgoing
photon radiance at all VPCs.

There are three reasons that motivated us to use spherical harmonics to represent
the photon map in our method:

1. The most costly operation in photon mapping is generally the illumination re-
construction. This is especially true for participating media, since it is necessary
to accumulate photon contributions along the entire path from the observer, not
just at its scene intersection. Usage of SH, in combination with the histogram
reconstruction method, speeds up this process immensely. That is because all it
takes to evaluate radiance coming from a VPC is to evaluate the Equation 2.15
for the direction to observer using the set of SH coefficients associated with the
VPC.

2. In most cases at least a semi-dynamic data structure is needed to represent the
photon map (e.g. even though we know how many photons we want to shoot,
we do not know in advance how many times will each photon scatter in the
scene). As we want to perform photon tracing on GPU, this is a problematic
requirement for us, because possibilities of dynamic memory allocation on GPU
are very limited. Therefore having a fixed amount of SH coefficients to represent
the photon map is surely very beneficial in this situation.
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3. As outlined in Chapter 4 our photon shooting scheme amortizes the costs of this
operation across multiple image frames by dividing the total amount of photons
into p generations. Then, during the reconstruction, these generations have to be
combined together to produce the reconstructed estimate. Since SH coefficients
combine linearly in a meaningful way, all that is needed for the reconstruction is
to sum the corresponding coefficient of all generations Gi.

We represent M by a circular queue of p arrays of spherical harmonics coefficients.
The memory requirements of this representation can be expressed as follows:

|M|= (p+2)× (#VPCs×3Λ
2)

where

• p is the number of photon generations
• #VPCs is amount of VPCs generated by Step 1e
• Λ is number of SH bands to use; ‘3’ because we need a separate coefficient set

for each of the RGB components

The reason why we need (p+ 2) arrays instead of just p is simple. To avoid the ne-
cessity to sum all generations of SH coefficients after every photon map update we
take advantage of the linearity property of the SH-representation. For p generations
of photons we need an additional SH coefficients array to maintain the sum of all Gi
and yet another array to represent the generation which is about to be discarded — this
last generation has to be subtracted from the summed array before a new photon gen-
eration is shot. If we would have exactly p arrays to represent the photons population,
immediately after subtracting the oldest generation from the summed array this would
logically contain energy of just last (p−1) photon generations.

As soon as we have the VPCs, the billboards and the photon map prepared the Ren-
dering phase can begin by shooting the first generation of photons G0. Naturally, the
photon map does not contain the entire flux present in the cloud ΦT immediately. That
is so only after the first p image frames. This is a part of the main current drawback of
our method mentioned in Section 4.2. Section 7.2 describes some ideas how this could
be solved in future.

5.7 (R) Photon tracing
After all prerequisites are accomplished the algorithm can finally start to produce

image frames, until the next animation frame begins. Each image frame begins by
tracing NG photons through the rendered scene in its current state. We can divide this
procedure into three phases.

Photon shooting First, NG photons is emitted from the light sources in the scene.
Each light source should emit a portion of the NG photons proportional to its radiant
power. We will focus on the illumination during the day since the rendering of clouds
at night is considerably less important and also similar to the daily situation.

Direct illumination by the Sun is handled by shooting photons from the current Sun
direction at the rendered cloud. The exact location where a photon enters the cloud is
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determined by uniformly sampling the plane perpendicular to the Sun direction. The
colour of the illumination the photons carry of course varies throughout the day, which
is particularly visible during sunset or sunrise. We obtain this colour by attenuating the
sunlight colour by the atmospheric extinction for the current light path from the Sun
though the atmosphere.

As for the ambient light around the cloud we should correctly use the current en-
vironment map to shoot photons from the cloud surroundings. Since it would be quite
costly to generate such map we use a simple approximation instead. We assign all am-
bient photons a constant colour, which however varies throughout the day. This colour
represents the scattered atmospheric light which arrives at the cloud location.

We obtain the atmospheric attenuation values as well as the daytime-dependent
ambient light colours from two precomputed textures. Computation of these textures
is described in the author’s paper [16].

Photon tracking After leaving a scene light source the photon is traced through the
medium using the techniques described in Chapter 2. The algorithm first generates a
new scattering location by sampling the photon free path using the enhanced Wood-
cock tracking algorithm [62]. Then a new scattering direction is generated using the
Equation 2.5. These two steps are repeated until the photon is discarded for leaving
the cloud volume (since practically no absorption occurs in clouds).

Photon storing At each new scattering event the photon is added to M by projecting
its flux and direction to the SH basis (using the Equation 2.16) and adding the values
of the obtained SH coefficients to the nearest VPC.

However, we do not store the photon using its incident direction ~ωi, but its scat-
tered direction ~ωo. By using ~ωi in general each VPC would store incident flux. To
reconstruct the outgoing radiance in Step 2b for a VPC we would have to convolute
the angular distribution of its incident flux with the phase function spatially aligned
with the relative observer position in regard to the VPC (similar to the work of Kautz
et al. [38]). This would however be quite a costly operation, because in terms of spher-
ical harmonics this would mean that the phase function would have to be projected
into the SH basis and the resulting coefficients rotated to align with the incident illu-
mination function. Hence, by storing photons using ~ωo instead, we already obtain the
outgoing flux at the VPC, so the reconstruction step just needs to directly evaluate it
using the relative observer position.

5.8 (R) Illumination reconstruction
Every time the photon map is updated or the relative position between the rendered

cloud and the observer changes, it is necessary to update the colours of the cloud
billboards.

First, the photon map itself needs to be updated. The photon tracing procedure in
Step 2a updated the newest photon generation Gi for some i≥ p. To update the photon
map the SH coefficients array corresponding to Gi has to be added to the summed SH
coefficients array. At the same time the oldest, already deprecated generation Gi−p has
to be subtracted from the accumulation array.
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Figure 5.8: Radial gradient texture.

After the photon map is up-to-date we can proceed to the illumination reconstruc-
tion. Thanks to the decision to store the outgoing radiant flux at VPCs (see Section 5.7)
the reconstruction just has to directly evaluate the Equation 2.15 for each VPC. Then,
after dividing the obtained values by the medium volumes at the respective VPCs, we
can immediately assign the resulting colours to the corresponding billboards.

5.9 (R) Cloud visualization
Having the billboards’ colours updated by the previous step, we can directly render

them on the graphics hardware. They are alpha-blended together using the values of
the transmittance function properly scaled by the average density and volume of the
imaginary region they represent. To ensure correct alpha-blending the billboards are
sorted according to their observer distance and rendered in the back-to-front fashion.

As for the billboards themselves, we render them as textured semi-transparent ra-
dial shapes, using quads to represent them geometrically. We texture them by simple
radial gradient textures (as shown in Figure 5.8), which represent the projection of an
achromatic semi-transparent homogeneous sphere, that the billboards stand for. How-
ever, this texture just modulates the billboards opacity, not their colour — that is solely
provided by the simulation.

Some resulting images of our method are shown in Figures 5.9 and 5.10. Despite the
fact that both of these datasets are morphologically quite complex, the approximation
by billboards still works fairly well. The important photon map parameter values were
NT = 10.65M, p = 50, Λ = 5. The obtained framerates were 4 FPS during the illu-
mination update and 15–20 FPS with fully updated photon map on NVidia GeForce
GTX485M GPU. Some of the images were over- or under-saturated to adapt to the
very high dynamic range of cloud illumination (despite our renderer already uses a
simple tone mapping operator). Notice that our method is able to account for the typ-
ical global illumination effects in clouds, such as volumetric shadows, varying global
scattering anisotropy, or silver edges.
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Figure 5.9: Screenshots of the smoke cloud dataset (a part of the extended scenes for the
PBRT renderer, http://www.pbrt.org) during the day and in the evening.
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Figure 5.10: Screenshots of the lobster dataset (from the Stefan Roettger’s online volume
library, http://www9.informatik.uni-erlangen.de/External/vollib) during the day
and in the evening.
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6. Method implementation
In previous chapters we described the high-level theoretical concepts behind our

work. This chapter descends to a lower level by describing the programmatic environ-
ment we use (Section 6.1) and the actual implementation of the presented technique
(Section 6.2). We conclude this chapter by a series of performance tests, which will
demonstrate the ability of our method to run at interactive framerates (Section 6.3).

6.1 Environment and libraries
Languages For the main application we use the C++ language. We chose C++ be-
cause it is naturally tied to the development of interactive graphics applications and
high-performance applications in general. As a consequence, most important graphi-
cal libraries and frameworks are natively written in C++.

The parallel code that runs on GPU is written in CC (CUDA C), which is a combi-
nation of C and C++ modified for use in GPU programming.

Our shader language of choice is HLSL, which is used in the rendering front-end for
defining the way how the rendered entities are visualized. HLSL is a minor modification
of the Cg language, which in turn is C modified for graphical GPU programming. HLSL
was chosen over Cg because it is tied to the DirectX 3D graphics library we use.

Libraries and frameworks

DirectX (v9.0c) 3D graphics SDK and API. Mainly takes care of communicating with
GPU in graphics-related tasks and allocating graphics-related resources.

CUDA (v3.2) An SDK and API for parallel general-purpose computations on GPU.
The acronym stands for Compute Unified Device Architecture. We use it for
launching parallel GPU programs from the host application and for allocation of
the related non-graphical resources on GPU.

Win32 API The low-level GUI API for Windows operating systems. Our application
does not actually contain any GUI elements, so WinAPI takes care of only some
basic tasks, such as the rendering window management and system messages
handling.

Boost (v1.46) Probably the largest general-purpose library package for C++. We use
only a fraction of its modules, such as timers, random numbers generation, or
lexical casting.

TinyXML A small library that provides pull-parsing of XML files. We use it for
configuration file loading.

Operating system We have developed our implementation on Windows 7 Profes-
sional x64 OS. It should be able to run on any Windows OS, as long as it supports the
library versions we use and the underlying machine fulfils the hardware requirements.
The application does not run on other systems, because the DirectX library we use is
tied to the Windows systems. As for the hardware requirements of AtmoVision please
refer to Appendix B.
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Figure 6.1: AtmoVision class diagram, depicting the more notable classes responsible for
cloud rendering.

6.2 Implementation design
The application that implements our method is named AtmoVision. From the user’s

point of view it is a very simple demonstrative application that does not contain any
GUI elements. It is not intended for practical usage.

The class design of AtmoVision is shown in Figure 6.1. It loosely corresponds to
the algorithm sketched in Section 4.2 and described in detail by Chapter 5. The rest of
this section will describe this correspondence and the relations between the classes.

There are two types of code in AtmoVision — host code and device code. This
terminology comes from the distinction the CUDA SDK makes, and its meaning is
that the host code is executed by CPU, while the device code runs in parallel on GPU.
In practice all C++ code is host code; the device code is a set of separately compiled
CC functions linked externally to the host code. These functions are called kernels and
are launched by CPU. When a kernel is launched, CPU creates through device driver a
grid of parallel GPU threads, which then execute the kernel code. How many threads
will be launched in the grid is decided prior to the launch by the programmer. It is
important to have in mind that these threads are very lightweight in comparison to
CPU threads — launching a grid with e.g. 10000 threads is perfectly feasible in most
cases.

The difference between host and device code is not only the processing unit that
executes them — they also use different memory spaces. While host code naturally
works with the computer’s physical memory, device code uses the on-die GPU memo-
ry. Therefore, the standard workflow when working with device kernels is as follows:

1. allocate a desired amount of device memory
2. copy the working data from host to device memory
3. launch the device kernel
4. copy the processed data from device memory back to host memory
5. free the allocated device memory

Of course, this does not mean that at every kernel launch there has to be data transfer
from CPU to GPU memory and back after the launch completes. The device memory
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can be allocated once and then pointers to it may normally exist in host code and passed
to kernel launches whenever needed.

Host code Let us now look at the class substructure of AtmoVision responsible for
cloud rendering, which is depicted in Figure 6.1. The ‘Main Application’ designates
the rest of the AtmoVision structure, which is however not relevant for us now. Instead,
we will focus on the Cloud class, which understandably represents a single cloud
instance. It further manages the following classes:

• KDTree
The KDTree class represents the kD-tree data structure created in Step 1c. The
constructed KDTree keeps its leaves (represented by the KDLeaf class) in a linear
list for easier iteration through them. Each KDLeaf holds pointer to one instance
of VPC class, except the ones that do not fulfil the criteria described at the end of
Section 5.5.

• VPC
The virtual photon collectors generated by Step 1e are represented by this class.
Each VPC points to one instance KDLeaf class that it was generated from (but
not the other way around). Also, each VPC points (indirectly through an index
maintained by BillboardGroup) to an instance of the Billboard class, which
represents it during visualization in Step 2c. The Cloud class holds the list of all
VPCs for a given animation frame.

• BillboardGroup
The BillboardGroup class manages all operations related to billboards — their
creation and destruction, camera-relative sorting, and so on. It also takes care
of their rendering in Step 2c — every time the camera position changes the
BillboardGroup class refills the geometry buffers that hold their vertex data,
so that the billboards face the camera all the time.

• PhotonMap
Photon map is created in Step 5.6. As descried in Section 5.6 it internally is a
circular queue of p arrays of SH coefficients. However, these arrays reside in the
device memory, since they are updated and reconstructed by device kernels.

Other than that, there are also the Camera and Sun classes managed by the main appli-
cation. However, the Cloud class holds pointers to them, so it can recognize when the
position of either of them changes, to update the respective dependent entities.

Device code The part of AtmoVision code executed by GPU1 consists of the kernels
grouped under the ‘CUDA Kernels’ header in Figure 6.1, which also shows which
respective host class calls them. Let us look at the purpose of each of them.

• MaximumDensities_Kernel computes the per-leaf local majorant extinction
coefficients in Step 1d. The grid size is the same as the number of leaves the
current kD-tree has, and each thread computes the local σT for a single leaf.

1We are of course referring to the non-graphical code. Management of shaders is the responsibility
of each class that visualizes something. The work with shaders is a lot different and somewhat simpler
that with general computation routines on GPU — shaders use JIT compilation and are called implicitly
when an associated rendering batch is submitted through DirectX calls.
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• GradientComputation_Kernel computes the gradient field Vg in Step 1a. A
2D grid with the dimensions of x×y is launched (where x and y are the first two
dimensions of Vρ ) and each thread computes the values of Vg along an entire
z-column.
• RejectionSampling_Kernel performs rejection sampling of Vg in Step 1b.

The grid size equals the number of desired point samples and each thread pro-
duces one sample.
• PhotonTracing_Kernel traces NG photons through the cloud density field in

Step 2a. The launched grid size is NG/Nt , and each thread shoots and traces Nt
photons.
• SHCoefsAccumulation_Kernel accumulates the array of SH coefficients in

Step 2b. The grid size is the same as the number of VPCs and every thread
accumulates the complete SH coefficients set of one VPC.
• SHReconstruction_Kernel performs the observer-dependent illumination re-

construction in Step 2b. Again, the grid size equals the VPCs amount and each
thread reconstructs the illumination for a single VPC.

As can be seen we successfully defer most of the computationally-demanding oper-
ations to GPU. The only exception is the kD-tree construction in Step 1c, as this is
not an easily parallelizable procedure. However, we recently became aware of such a
technique by Zhou et al. [63], so in future we plan to examine and implement it.

6.3 Evaluation
Having both theoretical and practical part of our method described we can now

analyse its results and performance under various key settings. Our testing PC config-
uration was:

• Intel Core i7-2630QM CPU @ 2GHz
• 16GB DDR3 physical memory
• NVidia GeForce GTX 485M GPU with 2GB GDDR5 on-die memory
• Windows 7 Professional x64 OS

The testing scenario we considered was as follows. We started by rendering a refer-
ence case with a fixed settings of the key simulation parameters. We measured the
times necessary to complete each of the more time-consuming preparation Steps 1a–
1d (Steps 1e and 1f have almost negligible costs compared to the other four). We also
measured the average time necessary to trace the per-frame photon generations. After
that, we rendered a series of test cases, varying the values of the considered key param-
eters in each of them and comparing the measured time values against the reference
case. By this we can see the influence of the important simulation parameters on the
simulation speed, and also on the quality of rendered images. All these measurements
were performed with all other scene elements disabled to avoid interference with the
cloud rendering measurements. Also, we use global Woodcock tracking in Step 2a
(that is, we use the original approach with a single global σT instead of using the local
per-leaf values). The purpose of this is the comparison between the global and the
local technique on GPU.

The scene we used for all measurements is shown in Figure 6.2. All test cases were
rendered in the resolution of 1920 by 1080. The simulation parameters we considered
for testing and the corresponding test cases were:
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Figure 6.2: Reference cloud and its kD-tree.

• #PS — the number of point samples used for sampling Vg in Step 1b. Considered
values: 5k (test case A1), 20k (reference test case), 50k (test case A2)
• NT ; considered values: 1.5M (case B1), 5M (reference case), 10M (B2) (how-

ever, the actual values used by the simulation may be somewhat different, since
they are aligned with the grid size)
• p; considered values: 20 (case C1), 50 (reference case), 200 (case C2)
• Λ; considered values: 2 (case D1), 4 (reference case), 6 (case D2)
• local Woodcock tracking, using #PS of 20k (case E1) and 100k (case E2)

The results of the measurements are visualized in Figure 6.3 and summarized in the
following table:

#PS NT p Λ #VPCs t1b t ′1c t ′′1c t1d tΣ t2a t ′2a
Ref 20k 5.73M 50 4 8668 92 24 265 35 421 132 1152
A1 5k 5.73M 50 4 2787 35 5 68 47 160 120 1047
A2 50k 5.73M 50 4 17729 205 74 674 37 995 135 1178
B1 20k 1.64M 50 4 8668 92 25 268 34 424 60 1829
B2 20k 10.6M 50 4 8668 93 25 270 35 428 212 995
C1 20k 5.24M 20 4 8668 92 24 267 34 423 251 958
C2 20k 6.55M 200 4 8668 92 25 269 34 425 60 1832
D1 20k 5.73M 50 2 8668 94 24 268 35 426 87 759
D2 20k 5.73M 50 6 8668 92 25 268 34 425 221 1928
E1 20k 5.73M 50 4 8668 94 25 267 35 427 174 1518
E2 100k 5.73M 50 4 28448 404 168 1362 39 1978 214 1867

• #VPCs is the number of VPCs generated as a result of using #PS gradient mag-
nitude samples
• t1a [ms] (not listed in the table) is the time spent in Step 1a. Its value in all

measurements was 5 milliseconds (since the resolution of Vρ was the same in all
test cases)
• t1b [ms] is the time spent rejection-sampling Vg in Step 1b
• t ′1c [ms] is the time spent on sorting the gradient magnitude samples in Step 1c
• t ′′1c [ms] is the time spent on building the kD-tree from the sorted point samples

in Step 1c
• t1d [ms] is the time spent on computing the local majorant extinction coefficients

in Step 1d
• tΣ [ms] is the sum of t1a to t1d
• t2a [ms] is an average time it took to trace NG photons in Step 2a
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• t ′2a [ms] is perhaps the most important quantity to look at. It expresses the av-
erage time requited to trace 1M photons throughout all photon generations and
can be regarded as an efficiency indicator for the corresponding simulation pa-
rameters. Mathematically it can be expressed as

t ′2a = p · t2a ·
106

NT

The measurements results provide us with a certain insight into the inner workings
of our method. We can draw several conclusions from them, albeit none of them is
entirely unexpected.

• First of all, we can see from t ′2a that the efficiency of photon tracing grows with
increasing number of photons shot per generation (e.g. in cases B2 and C1).
This is understandable, because the photon shooting has a certain constant setup
overhead, so the less photons are shot, the higher relative share on the step cost
will this setup stage have. Moreover, with increased amount of work in one
kernel launch the GPU scheduler has more options how to optimize the grid
execution.

• What may at first seem surprising is the fact that the local version of Wood-
cock tracking (case E1) is slower on the same simulation settings than the global
version. To explain this it is important to realize that the costs of memory ac-
cesses on GPU are much higher than on CPU, when compared against the costs
of arithmetic instructions. The local Woodcock tracking variant saves time by
performing less (superfluous) arithmetic operations, but adds the necessity to tra-
verse the partitioning kD-tree. In our reference case the corresponding kD-tree
occupied roughly 0.5MB of GPU memory, which is not that much, but it is still
too much to fit into the shared memory on GPU (which serves as a user-managed
cache). As a consequence the tree must reside in the global GPU memory, which
has very high access times, and this is what causes the measured times. This
hypothesis is supported by the measurement case E2, where the used settings re-
sulted in roughly 3.3 times higher amount of VPCs and hence kD-tree leaves. So
even though the kD-tree partitions the cloud density field more finely, the added
traversal costs are simply higher.

• The costs of the entire Preparation phase are directly proportional to #PS and do
not depend on the remaining simulation settings. Out of these the most costly
operation is the kD-tree construction, which we will aim to solve in future.

• The desired precision of the angular illumination approximation by spherical
harmonic functions influences the rendering times quite significantly (test cases
D1 and D2). This has two reasons — not only the evaluation of SH themselves
adds additional computational costs, but also the increased amount of stored
coefficients causes more reads and writes from an to the global memory, which
as we already mentioned is the main bottleneck also in the photon tracking phase.

Overall, we can conclude this section by saying that our method is able to maintain
interactive speeds for the majority of reasonable simulation settings, even if the illumi-
nation is updated in each image frame. On the other hand, the preparation times at each
animation frame are too high to ensure interactive animation speeds. In Section 7.2 we
elaborate how this could be solved.
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Figure 6.3: Rendered images corresponding to the measured test cases.
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7. Conclusion
The work presented in this thesis aims to tackle the difficult problem of interactive

simulation of global illumination in clouds. Our aim from the beginning was to build
our approach on the valid physical laws and stick to them until it is really necessary to
resort to approximative or even completely empirical solutions because of the limita-
tions the environment of interactive rendering imposes. For the same reason we tried
to formulate a set of realistic assumptions and observations valid for our target phe-
nomenon, and hold to them when figuring out the solutions to encountered problems
and obstacles.

Of course, the resulting method prototype we propose is in no way complete, nor
it is ready for industrial application. Nevertheless, we successfully solved at least a
part of the problems associated with this topic. By this, we have showed that the
contemporary technical possibilities already allow usage of physically-correct methods
even in interactive environment, which has until recently been reserved for the domain
of non-interactive approaches. Therefore the end of this chapter provides some insights
how to continue on this work and develop it to the point where it is feasible for practical
applications.

7.1 Fulfilment of the thesis goals
In Section 1.3 we stated the main objectives of our work. Let us now discuss how

much this effort was successful.

1. We have examined a substantial volume of works not only from the rendering
field, but also publications regarding the physics of participating media. This
naturally deepened our understanding of the physical nature of light scattering.
This has been concisely summarized in Chapter 2. As for the existing approaches
for rendering participating media we have reviewed the ones known to us in
Chapter 3. Although this overview surely cannot be claimed as complete, it is
sufficiently exhaustive to give reader not familiar with this group of methods a
solid understanding of the main problems associated with participating media
rendering.

2. We have proposed a method prototype that is able to interactively simulate most
of the described phenomena associated with clouds. Of course, the method in its
current state has some weaknesses, the most apparent being its inefficiency of
cloud animation. However, there is no principal issue that would forbid future
development of the method to a point where it efficiently copes with all possible
cloud properties; some suggestions how to do that will be discussed in the next
section. Overall, the presented approach fulfils our initial expectations.

3. Our implementation described in Chapter 6 contains all features from Chapter 5.
It utilizes the features of the state-of-the-art consumer GPUs, which enables the
method to run interactively.
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7.2 Discussion
Since we now have implemented a working prototype of our method, the next step

is to consider various ways of extending it. This section presents some ideas in this
direction we would like to explore, but the time constraints we had on this work did
not yet allow us to.

Overall optimizations First of all our implementation is not entirely optimal. De-
spite all important algorithms we employ are implemented with the optimal asymptotic
complexity, we feel there are still many options for quantitative optimization.

For instance, when looking at the evaluation of the preparation stage it is immedi-
ately visible that the most expensive operation is the kD-tree construction in Step 1c.
First of all, as already mentioned we would like to explore the possibilities of parallel
kD-tree build on GPU. Yet even on CPU our implementation is not entirely optimized.
For example at each subdivision step it is necessary to perform the re-sorting of the
point samples for the newly-created child nodes (as briefly described in Section 5.3).
Currently our implementation uses auxiliary lists for this operation, instead of reorder-
ing the points in-place.

Another potentially large space for optimizations are the GPU CUDA kernels.
First, we have not really performed any thorough quantitative analysis of the kernel
launches parametrizations, which could influence their performance significantly. Sec-
ond, the main part of any GPU program optimization is its memory access pattern, yet
we have not properly examined these either. The most notable example is how the
partitioning kD-tree is currently stored — since it resides in global memory (due to
its too large size), its traversal is much slower as if it would reside in texture or even
shared memory.

Putting all together we think that even by just optimizing the existing code, without
any approximations or simplifications, we would roughly double the speeds at which
the simulation works now.

Enhancements There are numerous possible enhancements we would like to test.
For instance, one of the current issues of the method is its relative high illumination
variance, which can be seen under some lighting conditions as varying colours of the
neighbouring VPCs. This is of course a consequence of the histogram reconstruction
method. Using some other reconstruction method, such as photon splatting, could
significantly reduce the variance and thus decrease the amount of photons necessary
for smooth illumination transitions.

Next, despite the billboard representation maps well to the common designs of
current real-time rendering pipelines, it is difficult to produce higher-frequency details
with it. Ray-marching along the view rays, plus possibly a procedural enrichment, is
necessary to produce such details. We have actually implemented a special-purpose
ray-marching in AtmoVision — instead of producing a single ray-marched image of
the rendered cloud, we render each kD-tree leaf into a small billboard texture, then
align these billboards in projection space and composite them together, which produces
a seamless image. The problem arises when each billboard has a different colour
denoted by the corresponding VPCs — after that the billboards do not fit together
anymore and produce a very blocky-looking image, see Figure 7.1. Naturally we would
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(a) (b) (c)

Figure 7.1: The smoke cloud dataset rendered by ray-marching using 189 separately updated
billboards. The image (a) just accumulates transparency along the view rays, while (b) and
(c) also use the per-VPC illumination values. The blockiness in the latter case is apparent
immediately.

like to find a way to combine these two approaches, so we can divide the cloud volume
into discrete regions, but still create fluent transitions between them.

Practical extensions To be used in an applied environment the usability of our ap-
proach has to be increased. First of all, we have not yet elaborated any multi-resolution
scheme for our method. That is of course unacceptable for any practical uses, as it al-
lows just one or two clouds rendered at a time. What comes to mind in this direction
it that the cloud VPCs and billboards could be placed in a hierarchy (most probably
defined by the kD-tree) and from a distance the nearby smaller VPCs would just hier-
archically collapse together.

Another issue is the already mentioned animation fluency problem. Not only using
the method as it is now means that for each new animation frame the entire preparation
phase needs to be performed. In addition also the photon map has to be rebuilt, since
it is fixed to the particular VPCs distribution, which naturally changes between the
animation frames. Hence we would like to explore possibilities how to transform one
photon map into another without noticing. We think it should be possible to sample
the nearby old VPCs at the location of a newly created VPC, and then interpolate their
illumination. Amortization of this process across multiple image frames should not be
problematic either, if needed.

Experimental extensions The current SH representation of the per-VPC angular il-
lumination distribution works fairly well, but as we saw in Section 6.3 it is quite costly.
Moreover it does not capture the highly-anisotropic silver lines phenomenon very well
(or only when a higher number of SH bands is used). However, we observed (and
not only us, see e.g. [26]) that in most places in a cloud the illumination comes pre-
dominantly from one major direction or from directions close to it. In our opinion it
should be feasible to represent the illumination encoded into the asymmetry coefficient
g centred around the light direction, for instance. The encoding could simply be done
by evaluating the Equation 2.4. Then during the reconstruction phase this coefficient
could be used as the parameter for some general phase function approximation, such
as fHG.

Finally, we think that there is also a need for a visual adaptation model in clouds.
This is because the illumination dynamic range in clouds is much higher than in other
environments (such as the sky), which results in the cloud often being either over- or
under-saturated.
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A. CD contents
The contents of the accompanying CD are organized as follows:

• /AtmoVision — the demonstrating application installation (.zip file)

• /Misc — miscellaneous multimedial and other data

• /Sources

– /AtmoVision — complete source code of the demonstrating application
and the encapsulating Visual Studio 2008 project

– /Thesis — complete LATEXsource code of the thesis including the image
data

• /Thesis — the thesis .pdf file
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B. AtmoVision short user reference

B.1 System requirements
The recommended system configuration for running AtmoVision is the following:

• CPU: x86 or x64 @ 1.5 GHz
• Physical memory: 1.5GB RAM
• GPU: NVidia GeForce GTX 4xx or newer with CUDA Compute Capability 2.0

or higher
• HDD: 500MB free space (optionally with writing rights for the output .log file)
• OS: Windows 7 or Vista

It is very well possible that AtmoVision will run on older systems as well, but there is
no guarantee it will perform as reported in Section 6.3 or run at all.

B.2 Installation
The installation procedure of AtmoVision is very simple:

• Unpack either the AtmoVision.zip or the AtmoVision.7z archive located in
the /Atmovision directory on the accompanying CD to a target directory.
• Check the AtmoVision/Resources/Dbs.xml configuration file if the settings

are suitable for the installation machine.
• Launch the application either with AtmoVision/AtmoVision.exe or one of the
AtmoVision/AtmoVision_XYZ.exe where XYZ denotes suffix indicating the
executable compilation options.

B.3 Usage
AtmoVision consists of just a single window without any GUI elements. All actions

are performed simply with keyboard and mouse. Pressing F1 at any time toggles a
textual tooltip with all keyboard and mouse controls listed.

The usage of AtmoVision is very simple. Upon launching the application the cam-
era is positioned at the Earth orbit. Pressing F3 moves the camera right next to the
cloud. The cloud at that moment will be in the middle of the Preparation phase (see
Section 4.2) stopped between Steps 1b and 1c. Pressing Space will resume the simu-
lation and start the cloud Rendering phase. Some of the more useful controls are:

• F1 displays AtmoVision controls
• F3 positions the camera near the cloud
• Space starts the simulation
• B toggles the cloud debug visualization
• PgUp/PgDown move the Sun
• W/S/A/D/Q/Z control the camera movement
• Left mouse button plus mouse movement pans the camera
• Middle mouse button plus mouse movement controls the camera view direction
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• Right mouse button plus mouse movement revolves the camera around the cloud
• Mouse wheel moves the camera forward and backwards
• Ctrl+P saves a screenshot in the application directory
• Esc quits AtmoVision
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C. Symbols and notation
The following tables presents all important symbols and abbreviations used through-

out the text. The symbols ordered analogously to their order of appearance in the text,
and grouped semantically.

Symbol Physical dimension Description
a /~a scalar / vector quantity

λ m wavelength of light
σa m-1 absorption coefficient
σs m-1 scattering coefficient
σt m-1 extinction coefficient
σT m-1 majorant extinction coefficient
σe m-1 emission coefficient
α scattering albedo
η m-3 medium particle density
F medium amplitude function
f sr-1 medium phase function
r sr-1 surface BRDF
θ rad scattering or zenith angle
φ rad azimuthal angle
g scattering asymmetry coefficient
~x [m,m,m] point in Cartesian space
~ω [m,m,m] ray direction
~n [m,m,m] surface normal
ξ unit random variable
τ extinction function
l light path in a medium

d, t, u m ray distance parameter
L W·m-2·sr-1 radiance
T transmittance function
Bi general basis function
ci general basis coefficient
ym

l real spherical harmonic function
Pm

l Legendre polynomial
Nm

l SH normalization coefficient
Λ number of SH bands used for function approxi-

mation
M photon map
Gi i-th photon generation
p number of concurrent photon generations / pho-

ton map update period
NT total number of photons in photon map
NG number of photons in one generation
Nt number of photons shot by one CUDA thread

during photon update
ΦT W total radiant flux present in a scene
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Symbol Physical dimension Description
V / ~V scalar / vector field

ρ (cloud) relative density function
Vρ (cloud) density field
Vg (cloud) gradient magnitude field

Abbreviation Meaning
AABB Axis-Aligned Bounding Box
BRDF Bidirectional Reflectance Distribution Function
DOM Discrete Ordinates Method
FPS Frames Per Second
HDR High Dynamic Range
LDR Low Dynamic Range
NN Nearest Neighbour
(P) Preparation

PDF Probability Density Function
PM Photon Mapping
(R) Rendering
RE Rendering Equation

SAH Surface Area Heuristic
SH Spherical Harmonics

VPC Virtual Photon Collector
VPL Virtual Point Light
VRE Volume Rendering Equation
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